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Preface

Audience

In this book, you will find all the information you need to configure and maintain your
LSF Base, LSF Batch, or LSF MultiCluster installation. This guide assumes you have
knowledge of common system administration tasks such as exporting and mounting
Network File System (NFS) partitions.

The focus of this guide is the administration of LSF Base, LSF Batch, and LSF
MultiCluster, and as such is intended for LSF cluster administrators who manage LSF
Base, LSF Batch, and LSF MultiCluster. Users who wish to understand the details of
LSF operation should also read this guide.

It is assumed that you have already read the LSF Installation Guide and installed one or
more products from the LSF Suite at your site.

LSF Suite 3.2

LSF is a suite of workload management products including the following:

LSF Batch is a batch job processing system for distributed and heterogeneous
environments, which ensures optimal resource sharing.

LSF JobScheduler is a distributed production job scheduler that integrates
heterogeneous servers into a virtual mainframe or virtual supercomputer
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LSF MultiCluster supports resource sharing among multiple clusters of computers
using LSF products, while maintaining resource ownership and cluster autonomy.

LSF Analyzer is a graphical tool for comprehensive workload data analysis. It
processes cluster-wide job logs from LSF Batch and LSF JobScheduler to produce
statistical reports on the usage of system resources by users on different hosts through
various queues.

LSF Parallel is a software product that manages parallel job execution in a production
networked environment.

LSF Make is a distributed and parallel Make based on GNU Make that simultaneously
dispatches tasks to multiple hosts.

LSF Base is the software upon which all the other LSF products are based. It includes
the network servers (LIM and RES), the LSF API, and load sharing tools.

There are two editions of the LSF Suite:
LSF Enterprise Edition

Platform’s LSF Enterprise Edition provides a reliable, scalable means for organizations
to schedule, analyze, and monitor their distributed workloads across heterogeneous
UNIX and Windows NT computing environments. LSF Enterprise Edition includes all
the features in LSF Standard Edition (LSF Base and LSF Batch), plus the benefits of LSF
Analyzer and LSF MultiCluster.

LSF Standard Edition

The foundation for all LSF products, Platform’s Standard Edition consists of two
products, LSF Base and LSF Batch. LSF Standard Edition offers users robust load
sharing and sophisticated batch scheduling across distributed UNIX and Windows NT
computing environments.

Xiv



Related Documents

The following guides are available from Platform Computing Corporation:

LSF Installation Guide

LSF Batch Administrator’s Guide

LSF Batch Administrator’s Quick Reference
LSF Batch User’s Guide

LSF Batch User’s Quick Reference

LSF JobScheduler Administrator’s Guide
LSF JobScheduler User’s Guide

LSF Analyzer User’s Guide

LSF Parallel User’s Guide

LSF Programmer’s Guide

Online Documentation

= Man pages (accessed with the man command) for all commands
= Online help available through the Help menu for the x| sbat ch, xbnod, xbsub,
xbal ar ns, xbcal and x| sadmni n applications.

Technical Assistance

If you need any technical assistance with LSF, please contact your reseller or Platform
Computing’s Technical Support Department at the following address:

LSF Technical Support

Platform Computing Corporation
3760 14th Avenue

Markham, Ontario

Canada L3R 3T7

Tel: +1 905 948 8448

Toll-free: 1-87PLATFORM (1-877-528-3676)
Fax: +1 905 948 9975

Electronic mail: support@platform.com
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__________________________________________________________________________________________________________________________|]
Please include the full name of your company.

You may find the answers you need from Platform Computing Corporation’s home
page on the World Wide Web. Point your browser to www.platform.com.

If you have any comments about this document, please send them to the attention of
LSF Documentation at the address above, or send email to doc@platform.com.
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1. LSF Batch Concepts

LSF is a suite of workload management products that schedule, monitor, and analyze
the workload for a network of computers. LSF Batch allows you, as a system
administrator, to control and manage all of your computing resources effectively and
efficiently.

LSF consists of a set of daemons that provide workload management services across
the whole cluster, an API that allows access to such services at the procedure level, and
asuite of tools or utilities that end users can use to access such services at the command
or GUI level.

This chapter introduces important LSF concepts related to the design and operation of
LSF Batch.

LSF Base

LSF Base provides basic load-sharing services across a heterogeneous network of
computers. It is the base software upon which all other LSF products are built. It
provides services such as resource information, host selection, placement advice,
transparent remote execution, and remote file operation.

LSF Base includes Load Information Manager (LIM), Remote Execution Server (RES),
the LSF Base API, and LSF Base Tools that allow the use of the LSF Base system to run
simple load-sharing applications and | st csh, a load sharing enabled C shell.

An LSF Base cluster contains a network of computers running LIM, RES, and
associated tools. The cluster is defined by LSF cluster configuration files, which are
read by LIM. LIM then provides the cluster configuration information, together with
all other dynamic information to the rest of the LSF Base system, as well as to other LSF
products.

LSF Bafch Administrator’s Guide 1



1 LSFBatch Concepts

LSF Base system API allows users to write their own load-sharing applications on top
of the LSF Base system.

LSF Batch

LSF Batch is a distributed batch queuing system built on top of the LSF Base. The
services provided by LSF Batch are extensions to the LSF Base system services. LSF
Batch makes a computer network a network computer. It has all the features of a
mainframe batch job processing system, as well as load balancing and policy-driven
resource allocation control. LSF Batch implements sophisticated job scheduling and
resource control for batch workload.

LSF Batch relies on services provided by the LSF Base system. It makes use of the
resource and load information from the LIM to perform load balancing. LSF Batch also
uses the cluster configuration information from LIM and follows the master election
service provided by LIM. LSF Batch uses RES for interactive batch job execution and
uses the remote file operation service provided by RES for file transfer. LSF Batch
includes a Master Batch Daemon (nbat chd) running on the master host and a slave
Batch Daemon (sbat chd) running on each batch server host.

LSF Batch has its own configuration files, it also uses the cluster configuration from the
LSF Base system.

LSF MultiCluster

LSF MultiCluster extends the capabilities of LSF Base and LSF Batch by sharing the
resources of an organization across multiple cooperating clusters of computers. Load-
sharing happens not only within the clusters, but also among them. Resource
ownership and autonomy is enforced, non-shared user accounts and file systems are
supported, and communication limitations among the clusters are also considered in
job scheduling.



Definitions

In the rest of this document, LSF refers to LSF Base, Batch, and Multicluster, unless
otherwise explicitly mentioned.

Jobs, Tasks, and Commands

This document uses the terms job, task, and command to refer to one or more processes
invoked together to perform some action. The terms are interchangeable, though task
is more often used to refer to interactive commands and job is more often used for
commands run using the batch system.

Each command can be a single process, or it can be a group of cooperating processes.

LSF creates a new process group for each command it runs, and the job control
mechanisms act on all processes in the process group.

Hosts, Machines, and Computers

This document uses the terms host, machine, and computer to refer to a single computer,
which may have more than one processor. An informal definition is as follows: if it
runs a single copy of the operating system and has a unique Internet (IP) address, it is
one computer. More formally, LSF treats each process queue as a separate machine. A
multiprocessor computer with a single process queue is considered a single machine,
while a box full of processors that each have their own process queue is treated as a
group of separate machines.

Clusters

A cluster is a group of hosts that provide shared computing resources. Hosts can be
grouped into clusters in a number of ways. A cluster could contain:

= All the hosts in a single administrative group
« All the hosts on one file server or sub-network

= Hosts that perform similar functions.

LSF Bafch Administrator’s Guide 3



1 LSFBatch Concepts

If you have hosts of more than one type, it is often convenient to group them together
in the same cluster. LSF allows you to use these hosts transparently, so applications
that run on only one host type are available to the entire cluster.

Local and Remote Hosts

When LSF runs a remote command, two hosts are involved. The host where the remote
execution is initiated is the local host. The host where the command is executed is the
remote host. For example, in this sequence:

host A% | srun -v unane
<<Execut e unane on renote host host D>>
HP- UX

Here, the local host is hostA, and the remote host is hostD. Note that it is possible for the
local and remote hosts to be the same.

Submission, Master, and Execution Hosts

When LSF Batch runs a job, three hosts are involved. The host from which the job is
submitted is the submission host. The job information is sent to the master host, which is
the host where the master LIM and nbat chd are running. The job is run on the
execution host. It is possible for more than one of these to be the same host.

The master host is displayed by the | si d command:

%Il sid

LSF 3.2, Aug 1, 1998

Copyri ght 1992-1998 Pl atform Conputi ng Corporation
My cluster name is test _cluster

My naster nanme is hostA

The following example shows the submission and execution hosts for a batch job:



host D% bsub sl eep 60

Job <1502> is subnitted to default queue <nornal >.

host D% bj obs 1502

JOBI D USER STAT QUEUE FROM HOST EXEC HOST JOB _NAME SUBM T_TI ME
1502 wuser2 RUN nornal hostD host B sl eep 60 Nov 22 14:03

The master host is hostA, as shown by the | si d command. The submission host is
hostD, and the execution host is hostB.

Fault Tolerance

LSF has a number of features that support fault tolerance. LSF can tolerate the failure
of any host or group of hosts in the cluster.

The LSF master host is chosen dynamically. If the current master host becomes
unavailable, another host takes over automatically. The master host selection is based
on the order in which hosts are listed in the | sf. cl ust er. ¢/ ust er file. If the first
host in the file is available, that host acts as the master. If the first host is unavailable,
the second host takes over, and so on. LSF might be unavailable for a few minutes
while hosts are waiting to be contacted by the new master.

If the cluster is partitioned by a network failure, a master LIM takes over on each side
of the partition. Interactive load-sharing remains available, as long as each host still has
access to the LSF executables.

Fault tolerance in LSF Batch depends on the event log file, | sh. event s, which is kept
on the primary file server. Every event in the system is logged in this file, including all
job submissions and job and host status changes. If the master host becomes
unavailable, a new master is chosen by the LIMs. The slave batch daemon sbat chd on
the new master starts a new master batch daemon nbat chd. The new nbat chd reads
the | sb. event s file to recover the state of the system.

For sites not wanting to rely solely on a central file server for recovery information, LSF
can be configured to maintain a duplicate event log by keeping a replica of the

| sb. event s file. The replica is stored on the file server, and used if the primary copy
is unavailable. When using LSF’s duplicate event log function, the primary event log

LSF Bafch Administrator’s Guide 5



1 LSFBatch Concepts

is stored on the first master host, and re-synchronized with the replicated copy when
the host recovers.

If the network is partitioned, only one of the partitions can access the | sb. event s
log, so batch services are only available on one side of the partition. A lock file is used
to guarantee that only one mbat chd is running in the cluster.

Running jobs are managed by the sbat chd on each batch server host. When the new
nbat chd starts up it polls the sbat chd daemons on each host and finds the current
status of its jobs. If the sbat chd fails but the host is still running, jobs running on the
host are not lost. When the sbat chd is restarted it regains control of all jobs running
on the host.

If an LSF server host fails, jobs running on that host are lost. No other jobs are affected.
LSF Batch jobs can be submitted so that they are automatically rerun from the
beginning or restarted from a checkpoint on another host if they are lost because of a
host failure.

If all of the hosts in a cluster go down, all running jobs are lost. When a host comes back
up and takes over as master, it reads the | sh. event s file to get the state of all batch
jobs. Jobs that were running when the systems went down are assumed to have exited,
and email is sent to the submitting user. Pending jobs remain in their queues, and are
scheduled as hosts become available.

Shared Directories and Files

LSF is designed for networks where all hosts have shared file systems, and files have
the same names on all hosts.

UNI X On UNIX systems, LSF supports the Network File System (NFS), the
Andrew File System (AFS), and DCE’s Distributed File System (DFS). NFS
file systems can be mounted permanently or on demand using
aut onount .

NT On Windows NT, directories containing LSF files can be shared amongst
hosts from an NT server machine.
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LSF includes support for copying user data to the execution host before running a
batch job, and for copying results back after the job executes. In networks where the file
systems are not shared, this can be used to give remote jobs access to local data.

For more information about running LSF on networks where no shared file space is
available, see ‘Using LSF Without Shared File Systems’ on page 277.

Shared User Directories

To provide transparent remote execution, LSF commands determine the user’s current
working directory and use that directory on the remote host. For example, if the
command cc fil e. c is executed remotely, cc only finds the correctfi | e. c if the
remote command runs in the same directory.

The LSF Batch automatically creates an . | sbat ch subdirectory in the user’s home
directory on the execution host. This directory is used to store temporary input and
output files for jobs.

Executables and the PATH Environment Variable

Search paths for executables (the PATHenvironment variable) are passed to the remote
execution host unchanged. In mixed clusters, LSF works best when the user binary
directories (forexample,/ usr/ bi n,/ usr/ | ocal / bi n) have the same path names on
different host types. This makes the PATH variable valid on all hosts.

If your LSF user binaries are NFS mounted, place all binaries in a shared file system
under/ usr/ 1 ocal /| sf/ mt (or some similar name), and then make a symbolic link
from/usr/local/binto/usr/local/lsf/mt/bin/typeforthe correct host
type on each machine. These are the default install directories.

LSF configuration files are normally stored in a shared directory. This makes
administration easier. There is little performance penalty for this, because the
configuration files are not frequently read.

For more information on LSF installation directories see ‘LSF Directories’ on page 115 of
the LSF Installation Guide.
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Time Windows

Time windows are an important concept in LSF. Time windows are a useful means to
control resource access such that you can disable access to some resources during
certain times. A time window is the basic building block for configuring dispatch
windows and run windows.

A time window is specified by two time values separated by ‘-’. Each time value is

specified by up to three fields are shown below:
[ day: ] hour[ : min]

If only one field exists, it is assumed to be hour; if two fields exist, they are assumed to
be hour : mi n. Days are numbered from 0 (Sunday) to 6 (Saturday). Hours are
numbered from 0 to 23, and minutes from 0 to 59.

In a time window timel-time2, if neither timel nor time2 specifies a day, the time
window applies to every day of the week. If timel is greater than time2, the time
window applies from timel of each day until time2 of the following day.

If either timel or time2 specifies a day, the other must specify a day. If timel is on a later
day of the week than time2, or is a later time on the same day, then the time window
applies from timel of each week until time2 of the following week.

A dispatch or run window is specified as a series of time windows. When a dispatch
or run window specification includes more than one time window, the window is open
if any of the time windows are open. The following example specifies that the host is
available only during weekends (Friday evening at 19:00 until Monday morning at
08:30) and during nights (20:00 to 08:30 every day).

5:19: 00-1: 8: 30 20: 00-8: 30

Resource and Resource Requirements

LSF provides a powerful means for you to describe your heterogeneous cluster in
terms of resources. One of the most important decisions LSF makes when scheduling
ajobistomap ajob’s resource requirements to resources available on individual hosts.
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There are several types of resources. Load indices measure dynamic resource
availability such as a host’s CPU load or available swap space. Static resources represent
unchanging information such as the number of CPUs a host has, the host type, and the
maximum available swap space.

Resources can also be described in terms of where they are located. For example, a
shared resource is a resource that is associated with the entire cluster or a subset of hosts
within the cluster.

Resource names can be any string of characters, excluding the characters reserved as
operators. The | si nf o command lists the resources available in your cluster.

For a complete description of resources and how they are used, see Section 4,
‘Resources’, beginning on page 35 of the LSF Batch User’s Guide.

To best place a job with optimized performance, resource requirements can be
specified for each application. A resource requirement is an expression that contains
resource names and operators. Resource requirements can be configured for
individual applications, or specified for each job. The detailed format for resource
requirements can be found in ‘Resource Requirement Strings’ on page 46 of the LSF Batch
User’s Guide.

Shared Resources

A shared resource is a resource that is associated with the entire cluster or a subset of
hosts within the cluster. In contrast to host-based resources such as memory or swap
space, using a shared resource from one machine affects the availability of that
resource as seen by other machines. Common examples of shared resources include
floating licenses for software packages, shared file systems, and network bandwidth.
LSF provides a mechanism to configure which machines share a particular resource
and to monitor the availability of those resources. LSF Batch jobs can be scheduled
based on the availability of shared resources.

LSF Bafch Administrator’s Guide 9
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Remote Execution Control

There are two aspects to controlling access to remote execution. The first requirement
is to authenticate the user. When a user executes a remote command, the command

must be run with that user’s permission. The LSF daemons need to know which user
is requesting the remote execution. The second requirement is to check access controls
on the remote host. The user must be authorized to execute commands remotely on the

host.

User Authentication Methods

LSF supports user authentication using external authentication (the default). On
UNIX, LSF also supports user authentication using privileged ports and using the RFC
931 or RFC 1413 identification protocols.

UNIX

UNIX

Authentication Using Privileged Ports

If aload-sharing program is owned by root and has the setuid bit set, the LSF
API functions use a privileged port to communicate with LSF servers, and
the servers accept the user ID supplied by the caller. This is the same user
authentication mechanism as used by r | ogi nandr sh.

When a setuid application calls the LSLI B initialization routine, a number
of privileged ports are allocated for remote connections to LSF servers. The
effective user ID then reverts to the real user ID. Therefore, the number of
remote connections is limited. Note that an LSF utility reuses the
connection to the RES for all remote task executions on that host, so the
number of privileged ports is only a limitation on the number of remote
hosts that can be used by a single application, not on the number of remote
tasks. Programs using LSLI B can specify the number of privileged ports to
be created at initialization time.

Authentication Using Identification Daemons

The RFC 1413 and RFC 931 protocols use an identification daemon running
on each client host. Using an identification daemon incurs more overhead,
but removes the need for LSF applications to allocate privileged ports. All



LSF commands except| sadm n can be run without setuid permission if an
identification daemon is used.

You should use identification daemons if your site cannot install programs
owned by root with the setuid bit set, or if you have software developers
creating new load-sharing applications in C using LSLI B.

An implementation of RFC 931 or RFC 1413 such as pi dent d or aut hd can
be obtained from the public domain (if you have access to Internet FTP, a
good source for ident daemons is host ftp.lysator.liu.se, directory pub/
ident/servers.). RFC 1413 is a more recent standard than RFC 931. LSF is
compatible with both.

External Authentication

When an LSF client program is invoked (for example, | sr un), the client program
automatically executes eaut h - ¢ host nane to get the external authentication data.
host nane is the name of the host running the LSF daemon (for example, RES) on
which the operation will take place. The external user authentication data can be
passed to LSF via eaut h’s standard output.

When the LSF daemon receives the request, it executes eaut h - s under the primary
LSF administrator user ID. The parameter LSF_EAUTH_USER must be configured in
the/ et c/ | sf. sudoer s file if your site needs to run authentication under another
user ID (see ‘The Isf.sudoers File’ on page 189 for details). eaut h - s is executed to
process the user authentication data. The data is passed to eaut h - s via its standard
input. The standard input stream has the following format:

uid gid username client_addr c/ i ent_port user_auth_data_len user_auth_data
where:

= uj disthe user ID in ASCII of the client user.

= gidisthe group ID in ASCII of the client user.

e user nane is the user name of the client user.

e client_addr isthe host address of the client host in ASCII dot notation.
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e client_port isthe port number from where the client request is made.

e user_auth_dat a_|I enis the length of the external authentication data in ASCI|I
passed from the client.

e user_aut h_dat a is the external user authentication data passed from the client.

The LSF daemon expects eaut h - s to write 1 to its standard output if authentication
succeeds, or 0 if authentication fails.

The same eaut h - s process can service multiple authentication requests; if the
process terminates, the LSF daemon will re-invoke eaut h - s on the next
authentication request.

By default, eauth uses an internal key to encrypt authentication data. To use an
external key to improve the security, configure the parameter LSF_EAUTH_KEY in the
| sf. sudoer s file (see page 165).

You can configure your own user authentication scheme using the eaut h mechanism
of LSF. To use external authentication, an executable called eaut h must be installed in
LSF_SERVERDI R. This is set up automatically during the installation.

You may choose to write your own eauth executable and use it instead of the LSF
default. Example uses of external authentication include support for Kerberos 4 and
DCE client authentication using the GSSAPI. These examples can be found in the
exanpl es/ kr b and exanpl es/ dce directories in the standard LSF distribution.
Installation instructions are found in the README file in these directories.

Security of LSF Authentication

All authentication methods supported by LSF depend on the security of the root
account on all hosts in the cluster. If a user can get access to the root account, they can
subvert any of the authentication methods. There are no known security holes that
allow a non-root user to execute programs with another user’s permission.

Some people have particular concerns about security schemes involving RFC 1413
identification daemons. When a request is coming from an unknown host, there is no
way to know whether the identification daemon on that host is correctly identifying
the originating user.
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LSF only accepts job execution requests that originate from hosts within the LSF
cluster, so the identification daemon can be trusted.

UNI X The identification protocol uses a port in the UNIX privileged port range,
so it is not possible for an ordinary user to start a hacked identification
daemon on an LSF host.

NT On Windows NT, external authentication is installed automatically. You
may disable external authentication by disabling the LSF_AUTH parameter
inthel sf. conf file.

On UNIX, this means that authentication is done using privileged ports
and binaries that need to be authenticated (for example, bsub) to set ui d
root.

On Windows NT, this does not provide any security because Windows NT
does not have the concept of set ui d binaries and does not restrict which
binaries can use privileged ports. A security risk exists in that a user can
discover the format of LSF protocol messages and write a program that
tries to communicate with an LSF server. External authentication should be
used where this security risk is a concern.

The system environment variable LSF_ENVDI Ris used by LSF to obtain
the location of | sf. conf which points to important configuration files.
Any user who can modify system environment variables can modify
LSF_ENVDI Rto point to their own configuration and start up programs
under the | sf admi n account.

Once the LSF Ser vi ce is started, it will only accept requests from the
cluster administrator accounts specified during the installation. To allow
other users to interact with the LSF Ser vi ce, you must set up the

| sf. sudoer s file under the directory specified by the SYSTEVMROOT
environment variable. See ‘The Isf.sudoers File’ on page 189 for the format of
the | sf. sudoer s file.

Note
Only the LSF_STARTUP_USERSand LSF_STARTUP_PATHare used
on NT. You should ensure that only authorized users modify the files
under the SYSTEMROOT directory.

LSF Bafch Administrator’s Guide 13



1 LSFBatch Concepts

All external binaries invoked by the LSF daemons (such as esub, eexec,
el i meaut h, and queue level pre- and post-execution commands) are run
under the | sf admi n account.

How LSF Chooses Authentication Methods

LSF uses the LSF_AUTH parameter in the | sf. conf file to determine which type of
authentication to use.

If an LSF application is not setuid to root, library functions use a non-privileged port. If
the LSF_AUTH flag is notsetinthe/ et c/ | sf. conf file, the connection is rejected. If
LSF_AUTHi s defined to be i dent the RES on the remote host, or the nbat chd in the
case of absub command, contacts the identification daemon on the local host to verify
the user ID. The identification daemon looks directly into the kernel to make sure the
network port number being used is attached to a program being run by the specified
user.

LSF allows both the setuid and authentication daemon methods to be in effect
simultaneously. If the effective user ID of a load-sharing application is root, then a
privileged port number is used in contacting the RES. RES always accepts requests
from a privileged port on a known host even if LSF_AUTH is defined to be i dent . If
the effective user ID of the application is not root, and the LSF_AUTH parameter is
defined to be i dent , then a normal port number is used and RES tries to contact the
identification daemon to verify the user’s identity.

External user authentication is used if LSF_AUTH is defined to be eaut h. In this case,
LSF will run the external executable eaut h in the LSF_SERVERDI R directory to
perform the authentication.

The error message “User perni ssi on deni ed” is displayed by | srun, bsub, and
other LSF commands if LSF cannot verify the user’s identity. This might be because the
LSF applications are not installed setuid, the NFS directory is mounted with the
nosui d option, the identification daemon is not available on the local or submitting
host, or the external authentication failed.

If you change the authentication type while the LSF daemons are running, you will
need to run the command | sf daenpns st art on each of the LSF server hosts so that
the daemons will use the new authentication method.



Host Authentication Methods

When a batch job or a remote execution request is received, LSF first determines the
user’s identity. Once the user’s identity is known, LSF decides whether it can trust the
host from which the request comes from.

Trust LSF Host

LSF normally allows remote execution by all users except root, from all hosts in the LSF
cluster; LSF trusts all hosts that are configured into your cluster. The reason behind this
is that by configuring an LSF cluster you are turning a network of machines into a
single computer. Users must have valid accounts on all hosts. This allows any user to
run a job with their own permission on any host in the cluster. Remote execution
requests and batch job submissions are rejected if they come from a host not in the LSF
cluster.

A site can configure an external executable to perform additional user or host
authorization. By defining LSF_AUTHto be eaut h, the LSF daemon will invoke eaut h
- s when it receives a request that needs authentication and authorization. As an
example, this eaut h can check if the client user is on a list of authorized users or if a
host has the necessary privilege to be trusted.

UNIX  Using /etc/hosts.equiv

If the LSF_USE_HOSTEQUI V parameter is set in the | sf. conf file, LSF
uses the same remote execution access control mechanism as the r sh
command. When a job is run on a remote host, the user name and
originating host are checked using the r user ok( 3) function on the
remote host.

This function checks in the / et ¢/ host s. equi v file and the user’s
$HOME/ . r host s file to decide if the user has permission to execute jobs.

The name of the local host should be included in this list. RES calls

ruser ok() for connections from the local host. nbat chd calls

ruser ok() on the master host, so every LSF Batch user must have a valid
account and remote execution permission on the master host.

The disadvantage of using the/ et ¢/ host s. equi vand $HOVE/ . r host s
files is that these files also grant permission to use ther| ogi nand r sh
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commands without giving a password. Such access is restricted by security
policies at some sites.

See the hosts.equiv(5) and ruserok(3) manual pages for details on the format
of the files and the access checks performed.

The error message “User permission denied ”isdisplayed by | srun,
bsub, and other LSF commands if you configure LSF to use r user ok()
and the client host is not found in either the / et ¢/ host s. equi v or the
$HOVE/ . r host s file on the master or remote host.

User Account Mapping

By default, LSF assumes uniform user accounts throughout the cluster. This means that
job will be executed on any host with exactly the same user ID and user login name.

LSF Batch has a mechanism to allow user account mapping across dissimilar name
spaces. Account mapping can be done at the individual user level and system level.
Individual users of the LSF cluster can set up their own account mapping by setting up
an . | sf host s file in their home directories. See ‘User-Level Account Mapping Between
Clusters’ on page 192 of the LSF Batch User’s Guide for details of user level account
mapping. An LSF administrator can set up system-level account mapping in the

| sb. user s file. See ‘System Level Account Mapping’ on page 157 for details.

The LSF administrator can disable user account mapping.

Job Starters

A job starter is a specified command (or set of commands) that executes immediately
prior to a submitted batch job or an interactive job. This can be useful if you are
submitting or running jobs that require specific setup steps to be performed before
execution, or jobs that must be executed in a specific environment. Any situation in
which you would ordinarily write a wrapper around the job you want executed is a
candidate for a job starter.
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There are two types of job starters in LSF: command-level and queue-level. A
command-level job starter is user-defined, and precedes interactive jobs (submitted
using | srun, for example). A queue-level job starter is defined by the LSF
administrator, and precedes batch jobs submitted to a specific queue (for example,
using bsub or xbsub).

You can accomplish similar things with either job starter, but their functional details
are slightly different.

Command-Level Job Starters

Individual users can select an existing command to be a job starter, or they can create
a script containing a desired set of commands to serve as a job starter. Setting the
LSF_JOB_STARTER environment variable to the selected command or script causes
that command or script to be executed immediately before an interactive job.

UNI X For example, when a command-level job starter is defined as “/ bi n/ ksh
- ¢”, interactive jobs will be run under a Korn shell environment.

NT For example, when a command-level job starter is defined as
“C.\cnd. exe / C7”, interactive jobs will run under a DOS shell
environment.

When a job is run with a command-level job starter defined, LSF’s Remote Execution
Server runs the job starter rather than running the job itself, which is passed to the job
starter as a command-line argument.

Command-level job starters have no effect on batch jobs, including interactive batch
jobs (see ‘Interactive Batch Job Support’ on page 36 for information on interactive batch
jobs).

See ‘Command-Level Job Starters’ on page 144 of the LSF Batch User’s Guide for detailed

information about setting up and using a command-level job starter to run interactive
jobs.

Queue-Level Job Starters

The LSF administrator can select an existing command to be a job starter, or create a
script containing a desired set of commands to serve as a job starter. Setting the
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JOB_STARTER parameter in the queue definition (contained in the | sb. queues file)
to the selected command or script causes that command or script to be executed
immediately before all batch jobs submitted to that queue are executed.

UNIX For example, by defining a queue-level job starter as “xt er m - e”, all jobs
in the queue will run in an X terminal window.

NT For example, by defining a queue-level job starter as “C: \ cnd. exe / C”,
all jobs in the queue will run under the DOS shell environment.

Queue-level job starters have no effect on interactive jobs, unless the interactive job is
submitted to a queue as an interactive batch job (see ‘Interactive Batch Job Support’ on
page 36 for information on interactive batch jobs).

See ‘Queue-Level Job Starters’ on page 129 for detailed information about defining a job
starter for an LSF queue.

Load Sharing with LSF Base

LSF Base system provides a very basic level of services that allow you to perform load-
sharing and distributed processing. This is implemented via the LSF Base system
services. Many utilities of the LSF Base system use the basic services for placement
decision, host selection, and remote execution.

LIM provides convenient services that help job placement, host selection, and load
information that are essential to the scheduling of jobs. | srun and | sgr un, for
example, use the LIM’s placement advice to run jobs on the least loaded yet most
powerful hosts. When LIM gives placement advice, it takes into consideration many
factors, such as current load information, job’s resource requirements, and configured
policies in the LIM cluster configuration file.

RES provides transparent and efficient remote execution and remote file operation
services so that jobs can be easily shipped to anywhere in the network once a
placement decision has been made. Files can be accessed easily from anywhere in the
network using remote file operation services.



The LSF Base provides sufficient services to many simple load-sharing applications
and utilities, as exemplified by LSF Base t ool s and | st csh. If sophisticated job
scheduling and resource allocation policies are necessary, more complex scheduling
must be built on top of the LSF Base, such as LSF Batch. Since the placement service
from LIM is just advice, LSF Batch makes its own placement decision based on advice
from LIM as well as further policies that the site configures.

How LSF Batch Schedules Jobs

LSF Batch provides a rich collection of mechanisms for controlling the sharing of
resources by jobs. Most sites do not use all of them; a few would provide enough
control. However, it is important that you be aware of all of them to understand how
LSF Batch works and to choose suitable controls for your site. More discussions of job
scheduling policies are given in ‘“Tuning LSF Batch’ on page 107.

When ajob is placed on an LSF Batch queue, many factors control when and where the
job starts to run;

active time window of the queue or hosts
= resource requirements of the job

= availability of eligible hosts

= various job slot limits

= job dependency conditions

= fairshare constraints

load conditions.

When LSF Batch is trying to place a job, it obtains current load information for all hosts
from LIM. The load levels on each host are compared to the scheduling thresholds
configured for that host in the Host section of the | sb. host s file, as well as the per-
queue scheduling thresholds configured in the | sb. queues file. If any load index
exceeds either its per-queue or its per-host scheduling threshold, no new job is started
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on that host. When a job is running, LSF Batch periodically checks the load level on the
execution host. If any load index is beyond either its per-host or its per-queue
suspending conditions, the lowest priority batch job on that host is suspended.

LSF Batch supports both batch jobs and interactive jobs. So by configuring appropriate
resource allocation policies, all workload in your cluster can be managed by LSF Batch.

Job States

An LSF Batch job goes through a series of state transitions until it eventually completes
its task, fails, or is terminated. The possible states of a job during its life cycle are shown
in the diagram below.

Figure 1. Batch Job States

suitable host found

normal
completion

bsub

or abnormal

Many jobs enter only three states:

PEND:
waiting in the queue

RUN:
dispatched to a host and running
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DONE:
terminated normally

A job remains pending until all conditions for its execution are met. Some of the
conditions are:

start time specified by the user when the job is submitted
= load conditions on qualified hosts

= dispatch windows during which the queue can dispatch and qualified hosts can
accept jobs

= run windows during which jobs from the queue can run
= limits on the number of job slots configured for a queue, a host, or a user
= relative priority to other users and jobs

= availability of the specified resources

job dependency and pre-execution conditions.

The bj obs -1 p command displays the names of hosts that cannot accept a job at the
moment together with the reasons the job cannot be accepted.

A job might terminate abnormally for various reasons. Job termination can happen
from any state. An abnormally terminated job goes into EXI T state. The situations
where a job terminates abnormally include:

= Thejob is cancelled by the user while pending, or after being started.

= Thejob is not able to be dispatched before it reaches its termination deadline, and
thus is aborted by LSF Batch.

= The job fails to start successfully. For example, the wrong executable is specified
by the user when the job is submitted.

= The job exits with a non-zero exit status.
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Jobs can also be suspended at any time. A job can be suspended by its owner, by the
LSF administrator, by the root user (superuser), or by the LSF Batch system. There are
three different states for suspended jobs:

PSUSP
suspended by its owner or the LSF administrator while in PEND state

USUSP
suspended by its owner or the LSF administrator after being dispatched

SSUSP
suspended by the LSF Batch system after being dispatched

After ajob has been dispatched and started on a host, it can be suspended by LSF Batch.
If the load on the execution host or hosts becomes too high, batch jobs could be
interfering among themselves or could be interfering with interactive jobs. In either
case, some jobs should be suspended to maximize host performance or to guarantee
interactive response time.

LSF Batch suspends jobs according to the priority of the job’s queue. When a host is
busy, LSF Batch suspends lower priority jobs first unless the scheduling policy
associated with the job dictates otherwise. Jobs are also suspended by the system if the
job queue has a run window and the current time goes outside the run window.

The bj obs -s command displays the reason why a job was suspended.

A system-suspended job can later be resumed by LSF Batch if the load condition on the

execution host(s) falls low enough or when the closed run window of the queue opens
again.

Eligible Hosts

Each time LSF Batch attempts to dispatch a job, it checks to see which hosts are eligible
to run the job. A number of conditions determine whether a host is eligible:

= Host dispatch windows
= Resource requirements of the job

= Resource requirements of the queue
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= Host list of the queue

e Host load levels

= Job slot limits of the host.

A host is only eligible to run a job if all the conditions are met. If a batch job is queued
and there is an eligible host for that job, the batch job is started on that host. If more
than one host is eligible, the job is started on the best host based on both the job and the
gueue resource requirements.

Dispatch Windows

Each queue can be configured with a list of time periods, called dispatch windows,
during which jobs in the queue can be dispatched. Jobs submitted to a queue are
dispatched only when a queue dispatch window is open. Jobs can be submitted to a
queue at any time; if the queue dispatch windows are closed, the jobs remain pending
in the queue until a dispatch window opens. If no queue dispatch window is
configured, the default is always open. Queue dispatch windows are displayed by the
bqueues -1 command.

Each host can also have dispatch windows. A host is not eligible to accept jobs when
its dispatch windows are closed. Each batch job is dispatched from a specific queue, so
a host is eligible to run a batch job if it is eligible for jobs from the queue, its dispatch
windows are open, and it has the LSF resources required by the job. If no host dispatch
window is configured, the default is always open. Host dispatch windows are
displayed by the bhost s -1 command.

Dispatch windows only control dispatching. Once a job has been dispatched to a host,
it is unaffected by the status of dispatch windows.

Run Windows

Each queue can be configured with a list of time periods, called run windows, during
which jobs from the queue can run. Jobs submitted to a queue only run when a queue
run window is open. Jobs can be submitted to a queue at any time; if the queue run
windows are closed, the jobs remain pending in the queue until a queue run window
opens. When all of a queue’s run windows close, any jobs dispatched from the queue
are suspended until the queue’s next run window opens. If no queue run window is
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configured, the default is always open. Queue run windows are displayed by the
bqueues -1 command.

Run windows also affect dispatching. No jobs are dispatched from a queue while its
run windows are closed.

Note
Hosts only have dispatch windows, not run windows.

Resource Requirements

Each job can specify resource requirements. The resource requirements restrict which
hosts the job can run on. For example, if your cluster contains three hosts with the
spi ce resource and you give the argument “- R spi ce” to the bsub command, your
job can only run on one of those three hosts. The | shost s command displays the
resources available on each host. Each job can also specify an explicit list of eligible
hosts, using the - moption to bsub. The bj obs -1 command displays this list for each
job.

Each queue can define resource requirements that will be applied to all the jobs in the
queue. The queue-level resource requirements can also serve as job scheduling
conditions shared by all jobs in the queue.

Host Lists

Each queue can be configured with a list of eligible hosts. For example, a queue for
running programs on shared memory multiprocessors can be configured so that only
the multiprocessor hosts are eligible. The eligible hosts for a queue are displayed by the
bqueues -1 command.

Host Load Levels

A host is available if the values of the load indices (such as r 1m pg, nem) of the host
are within the configured scheduling thresholds. There are two sets of scheduling
thresholds: host and queue. If any load index on the host exceeds the corresponding
host threshold or queue threshold, the host is not eligible to run any job. The bhost s
-1 command displays the host thresholds. The bqueues -1 command displays the
queue thresholds.
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Resource requirements at the queue level can also be used to specify scheduling
conditions (for example, r 1nx0. 4 && pg<3).

Order of Job Dispatching

Each LSF Batch queue has a priority number. LSF Batch tries to start jobs from the
highest priority queue first. Within each queue, by default jobs are dispatched in First-
Come, First-Served (FCFS) order. If a fairshare scheduling policy has been specified for
the queue or if host partitions have been configured, jobs are dispatched in accordance
with these policies. (See ‘Fairshare in Queues’ on page 31 and ‘Fairshare in Host Partitions’
on page 31.)

The bj obs command shows the order in which jobs in a queue will actually be
dispatched for the FCFS policy. This order can be changed by the bt op and bbot
commands (see ‘Moving Jobs — bswitch, btop, and bbot’ on page 96).

Jobs can be dispatched out of turn if pre-execution conditions are not met, specific
hosts or resources are busy or unavailable, or a user has reached the user job slot limit.
(See ‘Host Load Levels’ on page 24, ‘User Job Slot Limits’ on page 27, and ‘Queue-Level Pre-
/Post-Execution Commands’ on page 224.)

Jobs are dispatched at 60 second intervals (the interval is configured by the
MBD_SLEEP_TI ME parameter in the | sb. par ans file). In each dispatching turn, LSF
Batch tries to start as many jobs as possible.

To prevent overloading any host, LSF Batch waits for a configured number of
dispatching intervals before sending another job to the same host. The waiting time is
configured by the JOB_ACCEPT _| NTERVAL parameter in the | sb. par ans file; the
default is one dispatch interval. If JOB_ACCEPT | NTERVAL is set to zero, more than
one job can be started on a host in the same dispatch turn.

The algorithm for starting jobs is:

= for each queue, from highest to lowest priority

= for each job in the queue, from first to last

< ifany hostiseligible to run this job, start the job on the best eligible host, and mark

that host ineligible to run any other job until JOB_ACCEPT_INTERVAL dispatch
turns have passed
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A higher priority or earlier batch job is only bypassed if no hosts are available that meet
the requirements of the job. If a host is available but is not eligible to run a particular
job, LSF Batch looks for a later job to start on that host. LSF Batch starts the first job
found for which that host is eligible.

Job Slot Limits

Job slot is the basic unit of processor allocation in LSF Batch. A sequential job uses one
job slot whereas a parallel job that has N components (tasks) uses N job slots, which can
span multiple hosts. A job slot can be used by a maximum of one job. A job slot limit
restricts the number of job slots that can be used at any one time. Each LSF Batch host,
queue, and user can have a job slot limit. The table below gives the combinations for
which job slot limits can be configured, along with the parameter used to configure the
corresponding limit.

Table 1. Job Slot Limits

User Host Queue

(inl sb. users) (inl sb. host s) (inl sb. queues)
Total MAX_JOBS MXJ QB LIMT
Per user JL/ U UJOB LIMT
Per processor JL/P PIOB LIMT
Per host HIOB LIMT

Job slot limits are used by queues when deciding whether a particular job belonging to
a particular user should be started on a specific host. Depending on whether or not
preemptive scheduling policy has been configured for individual queues, each queue
can have a different method of counting jobs toward job slot limits. The following
points describe how jobs use job slots from a queue’s point of view:

= |If preemptive scheduling policy is not defined for the queue, slots taken by jobs
that are started from any queues but have not yet finished are counted toward the
respective job slot limits defined in the User and Host columns of Table 1. This
includes the slots used by both running and suspended jobs (jobs in the RUN,
USUSP and SSUSP states).
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= |If preemptive scheduling policy is defined, only the slots that are taken by jobs that
are running and cannot be preempted by the current queue are counted toward the
corresponding job slot limits defined in the User and Host columns of Table 1.
This also includes running jobs from the current queue.

This means that slots taken by suspended jobs are not counted toward the job slot
limits in User and Host columns.

= No matter what the queue policy is, slots taken by jobs that have been started from
the current queue but have not yet finished are counted toward the job slot limits
defined in the Queue column of Table 1.

= No matter what the queue policy is, slots that are reserved by some jobs on some
hosts are counted toward the respective job slot limits defined in the User , Host ,
and Queue columns of Table 1. This means some pending jobs could occupy job
slots.

The resulting counters are then used by this queue against various job slot limits
during the scheduling of new jobs. Queues that can preempt others are more
aggressive in scheduling jobs to hosts because a host appearing as full by a non-urgent
queue would appear as not full from an urgent queue’s point of view. See ‘Preemptive
Scheduling’ on page 32 for the concept of preemptive scheduling.

Note
Although high priority preemptive queues neglect running jobs from low priority
preemptable queues in checking job slot limits, LSF Batch will make sure that the total
number of running jobs from a queue, a user, or on a host will not exceed the
configured job slot limits in / sb. queues, | sb. users,and | sb. host s. This is
done by preempting (usually suspending) running jobs that can be preempted should
the execution of a preemptive job cause the violation of the configured job slot limits.

User Job Slot Limits

Jobs are normally queued on a first-come, first-served (FCFS) basis. It is possible for
some users to abuse the system by submitting a large number of jobs; jobs from other
users must wait in the queue until these jobs complete. One way to prevent this is to
use user job slot limits.
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User job slot limits control the number of job slots that can be used at once by a specific
user or group of users. The definition of a job slot usage is dependent on the queue’s
policy, as described in ‘Job Slot Limits’ on page 26.

A user can submit an unlimited number of jobs to LSF Batch system, but the system
will only schedule this user’s jobs up to his/her job slot limits. The system will not
schedule further jobs for the user until some of the scheduled jobs free up the used job
slots. User job slot limits come in different forms.

Each user or group of users can be assigned a system-wide job slot limit using the
MAX _JOBS parameter in the | sb. user s file.

Each user and user group can also be assigned a per-processor job slot limit using the
JL/ Pparameterinthel sb. user s file. For hosts that can run more than one LSF Batch
job per processor, this prevents a user or group from using all the available job slots on
the host.

User job slot limits are configured in the User section of the | sh. user s file. See ‘The
| sb. user s File’ on page 198.

Host Job Slot Limits

It is frequently useful to limit the maximum number of jobs that can be run on a host
to prevent a host from being over-loaded with too many jobs and to maximize the
throughput of a machine. Each host can be restricted to run a limited number of jobs at
one time using the MXJ parameter in the Host section of the | sb. host s file.

Each host can also restrict the number of jobs from each user allowed to run on the host,
using the JL/ U parameter in the | sbh. host s file. This limit is similar to the JL/ P
parameter in the | sb. user s file. The JL/ U parameter is configured for a particular
host, and applies to all users on that host. The JL/ P parameter is configured for a
particular user, and applies to all hosts.

When a queue finds a host reaching one of its job slot limits, it will not start more jobs
to this host until one or more job slots on the host are freed. The definition of job slot
usage is described in ‘Job Slot Limits’ on page 26.

For preemptive queues, if lower priority jobs are running on a host that has reached

one of its job slot limits, LSF Batch will suspend one of these jobs to enable dispatch or
resumption of a higher priority job.
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Host job slot limits are configured in the Host section of thel sb. host s file, which is
described in “The / sb. host s File’ on page 202.

Queue Job Slot Limits

The QIOB_LI M T parameter inthe | sb. queues file controls the number of job slots
aqueue can use at any time. This parameter can be used to prevent a single queue from
using all the processing resources in the cluster. For example, a high priority queue
couldhaveaQOB_LI M T set so that a few hosts remain available to run lower priority
jobs.

Each queue can have a limit on the number of job slots a single user is allowed to use
in that queue at one time. This limit prevents a single user from filling a queue with
jobs and delaying other users’ jobs. For example, each user could be limited to use one
job slot at a time in a high priority queue to discourage overuse of the high priority
queue.

The per-user job slot limit of a queue is configured with the UJOB_LI M T parameter
in the | sb. queues file.

Each queue can also have a limit on the number of jobs dispatched from the queue to
asingle processor, configured using the PJOB_LI M T parameterinthel sh. queues
file. This limit restricts the number of jobs a particular queue sends to any one host,
while still allowing jobs from other queues to be dispatched to that host.

The PIOB_LI M T parameter applies to each processor on a host. This allows the same
limit to apply for both uniprocessor and multiprocessor hosts, without leaving
multiprocessors underused.

A queue can limit the number of job slots available to jobs that are sent to the same host
regardless of the number of processors the host has. This is set usingthe HHOB LIM T
parameter in the | sb. queues file. If all of the job slots of a host have been taken or
reserved by the jobs in this queue, no more jobs in this queue can be started on that host
until some of the slots are released.

A queue’s job slot limit per host does not prevent jobs from other queues from being
dispatched to that host. For example, a low priority queue could be restricted to
starting one job per processor. Higher priority queues would still be allowed to start
other jobs on that host. By setting a low suspending threshold on the low priority
queue, the low priority job can be forced to suspend when the high priority job starts.
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Queue job slot limits are configured in the Queue sections of the | sh. queues file,
which is described in ‘The / sb. queues File’ on page 208.

Resource Limits and Resource Usage

Jobs submitted through the LSF Batch system will have the resources they use
monitored while they are running. This information is used to enforce job-level
resource limits as well as to improve the fairshare scheduling to consider the current
CPU time used by a job.

Resource limits supported by LSF Batch are described in ‘Resource Limits’ on page 217.
Job-level resource usage is collected through a special process called PIM (Process
Information Manager). PIM is managed internally by LSF. The information collected
by PIM includes:

= Total CPU time consumed by all processes in the job

= Total resident memory usage in kilobytes of all currently running processes in a
job

= Total virtual memory usage in kilobytes of all currently running processes in a job

= Currently active process group ID in a job

Currently active processes in a job.

The -1 option of the bj obs command displays the current resource usage of the job.
The usage information is sampled by PIM every 30 seconds and collected by the
sbat chd at a maximum frequency of every SBD _SLEEP_TI ME (configured in the

| sb. par ans file) and sent to the nbat chd. The update is done only if the value for
the CPU time, resident memory usage, or virtual memory usage has changed by more
than 10 percent from the previous update, or if a new process or process group has
been created.
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Scheduling Policies

Fairshare in Queues

Fairshare scheduling is an alternative to the default first-come, first-served scheduling.
Fairshare scheduling divides the processing power of the LSF cluster among users and
groups to provide fair access to resources for all the jobs in a queue. LSF allows
fairshare policies to be defined at the queue level so that different queues can have
different sharing policies. The fairshare policy of a queue applies to all hosts used by
the queue.

Fairshare scheduling at the level of queues and host partitions (see below) are mutually
exclusive.

For more information about how fairshare scheduling works and how to configure a
fairshare queue, see ‘Controlling Fairshare’ on page 113 and ‘Queue Level Fairshare’ on
page 221.

Fairshare in Host Partitions

Host partition provides fairshare policy at the host level. Unlike queue-level fairshare
as described above, a host partition provides fairshare of resources on a group of hosts,
and it applies to all queues that use hosts in the host partition.

Fairshare scheduling at the level of queues and host partitions are mutually exclusive.

For more information about how fairshare works and how it can be used to create
specific scheduling policies, see ‘Controlling Fairshare’ on page 113 and ‘Host Partitions’
on page 206.

Hierarchical Fairshare

Hierarchical fairshare allows resources to be allocated to users in a hierarchical manner
(for both queues and host partitions). Groups of users can collectively be allocated a
share, and that share can be further subdivided and given to subgroups, resulting in a
share tree. For a discussion of the terminology associated with hierarchical fairsharing,
see ‘Hierarchical Fairshare’ on page 60 in the LSF Batch User’s Guide.
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Preemptive Scheduling

Preemptive scheduling allows the LSF administrator to configure job queues such that a
high priority job can preempt a low priority running job by suspending the low
priority job. This is useful to ensure that long-running low priority jobs do not hold
resources while high priority jobs are waiting for a job slot or job slots.

For more information about how preemptive scheduling works and how to configure
a preemptive or preemptable queue, see ‘Preemptive Scheduling’ on page 222.

Exclusive Scheduling

Exclusive scheduling makes it possible to run exclusive jobs on a host. A job only runs
exclusively if it is submitted to an exclusive queue, and the job is submitted with the
bsub - x option. An exclusive job runs by itself on a host — it is dispatched only to a
host with no other batch jobs running, and LSF does not send any other jobs to the host
until the exclusive job completes.

For more information about how exclusive scheduling works and how to configure an
exclusive queue, see ‘Exclusive Queue’ on page 223.

Processor Reservation and Backfilling

Processor Reservation and Backfilling ensure that large parallel jobs are able to run
without underutilizing resources.

There might be delays in the execution of parallel jobs when they are competing with
sequential jobs for resources. This is because as job slots become available, they are
used in smaller numbers by sequential jobs. This results in the larger number of job
slots required by a parallel job never becoming available at any given instant. Processor
reservation allows job slots to be reserved for a parallel job until enough are available to
start the job. When a job slot is reserved for a job, it is unavailable to other jobs.

However, there are situations where the system can determine that the job reserving
the processors cannot start before a certain time. Backfilling is the execution of a job that
is short enough to fit into the time slot during which the processors are reserved,
allowing more efficient use of available resources. Short jobs are said to backfill
processors reserved for large jobs. Backfilling requires that users specify how long each
job will run so that LSF Batch can estimate when it will start and complete.
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Suspending Jobs

Jobs running under LSF Batch can be suspended based on the load conditions on the
execution host(s). Each host and each queue can be configured with a set of suspending
conditions. If the load conditions on an execution host exceed either the corresponding
host or queue suspending conditions, one or more jobs running on that host will be
suspended to reduce the load until it falls below the suspending conditions.

LSF Batch provides different alternatives for configuring suspending conditions.
Suspending conditions are configured at the host-level as suspending thresholds,
whereas suspending conditions are configured at the queue-level as either suspending
thresholds, or by using the STOP_COND parameter in the | sb. queues file, or both. See
‘Host Section’ on page 202, ‘Flexible Expressions for Queue Scheduling’ on page 213, and
‘Load Thresholds’ on page 216 for details about configuration options for suspending
conditions at host and queue levels.

The suspending conditions are displayed by the bhosts -1 and bqueues - |
commands. The thresholds that apply to a particular job are the more restrictive of the
host and queue thresholds, and are displayed by the bj obs -1 command.

LSF Batch checks the host load levels periodically. The period is defined by the

SBD SLEEP_TI ME parameter inthe | sb. par ans file. There is a time delay between
when LSF Batch suspends a job and when the changes to host load are seen by the LIM.
To allow time for load changes to take effect, LSF Batch suspends at most one job per
SBD SLEEP_TI ME on each host.

Each turn, LSF Batch gets the load levels for that host. Then for each job running on the
host, LSF Batch compares the load levels against the host suspending conditions and
the queue suspending conditions for the queue that job was submitted to. If any
suspending condition at either the corresponding host or queue level is satisfied as a
result of increased load, the job is suspended.

Jobs from the lowest priority queue are checked first. If two jobs are running on a host
and the host is too busy, the lower priority job is suspended and the higher priority job
is allowed to continue. If the load levels are still too high on the next turn, the higher
priority job is also suspended.

Note that a job is only suspended if the load levels are too high for that particular job’s

suspending conditions. It is possible, though not desirable, to configure LSF Batch so
that a low priority queue has very loose suspending conditions. In this case a job from
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a higher priority queue might be suspended first, because the load levels are not yet
too high for the low priority queue.

In addition to excessive load, jobs from a queue are also suspended if all the run
windows of the queue close. The jobs are resumed when the next run window of the
queue opens. For example, a hight queue might be configured to run jobs between 7
p.m.and 8 a.m. If ajob is still running in the morning, it is suspended, and is resumed
around 7 p.m. of that day.

In contrast, when the dispatch windows of a queue or host close, jobs from that queue
or running on that host continue running. The dispatch windows control job
dispatching only.

Migration

Each host and queue can be configured so that suspended checkpointable or rerunable
jobs are automatically migrated to another host. See ‘Checkpointing and Migration’ on
page 37.

Special Cases

Three special cases affect job suspension. Two cases are intended to prevent batch jobs
from suspending themselves because of their own load, and one case is intended to
allow an urgent job to run to completion despite unfavourable load conditions. If a
batch job is suspended because of its own load, the load drops as soon as the job is
suspended. When the load goes back within the thresholds, the job is resumed until it
causes itself to be suspended again.

First, when only one batch job is running on a host, the batch job is not suspended for
any reason except that the host is not idle (the i t interactive idle time load index is less
than one minute). This means that once a job is started on a host, at least one job
continues to run unless there is an interactive user on the host. Once the job is
suspended, it is not resumed until all the scheduling conditions are met, so it should
not interfere with the interactive user.

Second, this case applies only for the pg (paging rate) load index. A large batch job
often causes a high paging rate. Interactive response is strongly affected by paging, so
it is desirable to suspend batch jobs that cause paging when the host has interactive
users. The PG_SUSP_I| T parameter in the | sb. par ans file controls this behaviour. If
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the host has been idle for more than PG_SUSP_| T minutes, the pg load index is not
checked against the suspending threshold.

Finally, conditions such as thresholds for hosts and queues and windows for queues
can cause a running job to be suspended. However, certain urgent jobs can be run until
completion without being suspended by these conditions. By using the - f option of
the command br un( 1) , an LSF administrator can force a job to run and the job will
not be suspended by LSF Batch due to load conditions. See ‘Forcing Job Execution —
brun -f’ on page 98 for details.

Resuming Suspended Jobs

Jobs are suspended to prevent overloading hosts, to prevent batch jobs from
interfering with interactive use, or to allow a more urgent job to run. When the host is
no longer overloaded, suspended jobs should continue running.

LSF Batch uses queue level and host level scheduling thresholds as described in ‘Host
Load Levels’ on page 24 to decide whether a suspended job should be resumed. At the
queue level, LSF Batch also uses the RESUME_COND parameter in thel sb. queues file.
Unlike suspending conditions, all the resuming conditions must be satisfied for a job
to resume.

If there are any suspended jobs on a host, LSF Batch checks the load levels in each turn.
If the load levels are within the scheduling thresholds of both queue level and host
levels, and the resume condition RESUME _COND configured at the queue level is
satisfied, the job is resumed.

Jobs from higher priority queues are checked first. Only one job is resumed in each turn
to prevent overloading the host again.

The scheduling thresholds that control when a job is resumed are displayed by the
bj obs -1 command.

User Suspended Jobs

A job can also be suspended by its owner or the LSF administrator with the bst op
command. These jobs are considered user-suspended (displayed by bj obs as USUSP).
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When the user restarts the job with the br esune command, the job is not started
immediately to prevent overloading. Instead, the job is changed from USUSP to SSUSP
(suspended by the system). The SSUSP job is resumed when the host load levels are
within the scheduling thresholds for that job, exactly as for jobs suspended due to high
load.

If a user suspends a high priority job from a non-preemptive queue, the load might
become low enough for LSF Batch to start a lower priority job in its place. The load
created by the low priority job can prevent the high priority job from resuming. This
can be avoided by configuring preemptive queues (see ‘Preemptive Scheduling’ on
page 32).

Interactive Batch Job Support

A batch job can be submitted in interactive mode such that all input and output are
through the terminal from which the bsub command is issued. The principal
advantage of running an interactive job through the LSF Batch system is that it takes
advantage of the batch scheduling policy and host selection features for resource
intensive jobs. Additionally, all statistics related to the job are recorded in the

| sb. acct file to allow a common accounting system for both interactive and non-
interactive jobs.

You can configure a queue to be interactive only, batch only, or both interactive and
batch (see ‘General Parameters’ on page 208 for details on configuring an interactive
queue). An interactive batch job is submitted by specifying the - | option to the bsub
command. An interactive batch job is scheduled using the same policy as all other jobs
in a queue. This means an interactive job can wait for a long time before it gets
dispatched. If fast response time is required, interactive jobs should be submitted to
high priority queues with loose scheduling constraints.

Pre- and Post-execution Commands

Each batch job can be submitted with optional pre- and post-execution commands.
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If a pre-execution command is specified, the job is held in the queue until the specified
pre-execution command returns a successful exit status (zero). While the job is
pending, other jobs can proceed ahead of the waiting job.

If a post-execution command is specified, then the command is run after the job is
finished.

Pre- and post-execution commands are arbitrary command lines.

Pre-execution commands can be used to support job starting decisions which cannot
be configured directly in LSF Batch.

Post-execution commands are typically used to clean up some state left by the pre-
execution and the job execution.

LSF Batch supports both job level and queue level pre-execution. Post-execution is only
supported at the queue level.

See ‘Queue-Level Pre-/Post-Execution Commands’ on page 224 for more information about
queue level pre- and post-execution commands, and the chapter ‘Submitting Batch Jobs’
on page 89 in the LSF Batch User’s Guide for more information about the job-level pre-
execution commands.

Checkpointing and Migration
Batch jobs can be checkpointed and migrated to other hosts of the same type. LSF
supports three forms of checkpointing:

= Kernel-level checkpointing—The operating system kernel supports checkpointing
without application changes.

= User-level checkpointing—The application is linked with a special library to
support checkpoint and restart, but no source changes are required to the
application.

= Application-level checkpointing—The application has source changes that allow it
to interact with the supplied checkpointing interface commands.
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Kernel level checkpointing is currently supported on ConvexQOS, Cray Unicos, IRIX 6.4
and later, and HP Exemplar systems. LSF Batch provides a uniform checkpointing
protocol to support checkpointing at all levels for all platforms by providing the
commands echkpnt and er est art (located in the LSF_SERVERDI R directory,
which is defined in the | sf. conf file—otherwise, the location is defined by the
LSF_ECHKPNTDI Renvironment variable).

Details of checkpointing are described in the chapter ‘Checkpointing and Migration’ on
page 165 in the LSF Batch User’s Guide.

Job Migration

Check-pointable jobs and re-runable jobs can be migrated to another host for execution
if the current host is too busy or the host is going to be shut down. A rerunable job is a
job that is submitted with the bsub -r option and can be correctly rerun from the
beginning. Jobs can be moved from one host to another, as long as both hosts are binary
compatible and run the same version of the operating system.

The job’s owner or the LSF administrator can use the b g command to migrate jobs.
If the job is checkpointable, the bm g command first checkpoints it. Then LSF kills the
running or suspended job, and restarts or reruns the job on another host if one is
available. If LSF is unable to rerun or restart the job due to a system or network reason,
the job reverts to PEND status and is requeued with a higher priority than any
submitted job, so it is rerun or restarted before other queued jobs are dispatched.

Job Control Actions

LSF Batch needs to control jobs dispatched to a host to enforce scheduling policies, or
in response to user requests. The principal actions that the system performs on a job
include suspending, resuming, and terminating it. The actions are carried out by
sending the signal SI GSTOP for suspending a job, SI GCONT for resuming a job, and
SI &KI LL for terminating a job. On NT, equivalent functions have been implemented
to perform the same tasks.

Occasionally, you might want to override the default actions. For example, instead of
suspending a job, you might want to kill or checkpoint it. The default job control
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actions can be overridden by defining the JOB_CONTROLS parameter in your queue
configuration. Each queue can have its separate job control actions. See ‘Job Starter’ on
page 227 for more details.

Resource Reservation

When a job is dispatched, the system assumes that the resources that the job consumes
will be reflected in the load information. However, many jobs do not consume the
resources they require when they first start. Instead, they will typically use the
resources over a period of time. For example, a job requiring 100 megabytes of swap is
dispatched to a host having 150 megabytes of available swap. The job starts off initially
allocating 5 megabytes and gradually increases the amount consumed to 100
megabytes over a period of 30 minutes. During this period, another job requiring more
than 50 megabytes of swap should not be started on the same host to avoid over-
committing the resource.

Resources can be reserved to prevent over commitment by LSF Batch. Resource
reservation requirements can be specified as part of the resource requirements when
submitting a job, or can be configured into the queue level resource requirements. See
‘Queue Level Resource Reservation’ on page 214 for details about configuring resource
reservation at the queue level. For descriptions about specifying resource reservation
with job submission, see ‘Resource Reservation’ on page 91 of the LSF Batch User’s Guide.

Processor Reservation

When parallel jobs have to compete with sequential jobs for resources, a common
situation is that parallel jobs will find it very difficult to get enough processors to run.
This is because a parallel job needs to collect more than one job slot before it can be
dispatched. There might not be enough job slots at any one instant to satisfy a large
parallel job, but there might be enough to allow a sequential job to be started. This
might cause parallel jobs to wait forever, if there are enough sequential jobs.

Processor reservation of the LSF Batch solves this problem by reserving processors for
parallel jobs. When a parallel job cannot be dispatched because there are not enough
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job slots to satisfy its minimum processor requirements, the currently available slots
will be reserved for the job. These reserved job slots are accumulated until there are
enough available to start the job. When a slot is reserved for a job it is unavailable to
any other job. To avoid deadlock situations, the period of reservation needs to be
configured so that the parallel job will give up the reserved job slots if it still cannot run
after the reservation period. See ‘Processor Reservation for Parallel Jobs’ on page 211 for
details about the reservation period configuration.

In addition, there are situations where the system can determine that the job reserving
the processors cannot start before a certain time. In this situation it makes sense to run
a job that is short enough to fit into the time slot during which the processors are
reserved; this is referred to as backfilling. Short jobs are said to backfill processors
reserved for large jobs. Backfilling requires that users specify how long each job will
run so that LSF Batch can estimate when a job will start and complete. Backfilling,
together with processor reservation, allows large parallel jobs to run while not
underutilizing resources.

Remote File Access

When LSF Batch runs a job, it attempts to run the job in the directory where the bsub
command was invoked. If the execution directory is under the user’s home directory,
sbat chd looks for the path relative to the user’s home directory. This handles some
common configurations, such as cross-mounting users’ home directories with the

/ net automount option.

If the directory is not available on the execution host, the job is runin/ t np. Any files
created by the batch job, including the standard output and error files created by the
- 0 and - e options to the bsub command, are left on the execution host.

LSF Batch provides support for moving user data from the submission host to the
execution host before executing a batch job, and from the execution host back to the
submitting host after the job completes. The file operations are specified with the - f
option to bsub.

The LSF Batch remote file access mechanism uses | srcp(1) to process the file

transfer. | sr cp first tries to connect to the RES daemon on the submission host to
handle the file transfer.
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UNIX If | sr cp cannot contact the RES on the submission host, it attempts to use
r cp to copy the file. You must setup the / et ¢/ host s. equi v or HOVE/
.rhost s filein order tousercp. Seethercp(1) andrsh(1) manual
pages for more information on using r cp.

A site can replace | sr cp with its own file transfer mechanism as long as it supports
the same syntax as | srcp( 1) . This might be done to take advantage of a faster
interconnection network, or to overcome limitations with the existing | sr cp.

sbat chd looks for the | sr cp executable in the LSF_BI NDI Rdirectory as specified in
the | sf. conf file.

For a complete description of the LSF remote file access facilities, see the bsub( 1)
manual page and ‘Other bsub Options’ on page 112 of the LSF Batch User’s Guide.

Job Requeue

A networked computing environment is vulnerable to any failure or temporary
conditions in network services or processor resources. For example, you might get NFS
stale handle errors, disk full errors, process table full errors, or network connectivity
problems. In addition, your application can also be subject to external conditions such
as a software license problem, or an occasional failure due to a bug in your application.

Such errors are temporary and probably will happen at one time but not another, or on
one host but not another. You might be upset to learn all your jobs exited due to
temporary errors and you did not know about it until 12 hours later.

LSF Batch provides a way to automatically recover from temporary errors. You can
configure certain exit values such that in case a job exits with one of the values, the job
will be automatically requeued as if it had not yet been dispatched. This job will then
be retried later. It is also possible for you to configure your queue such that a requeued
job will not be scheduled to hosts on which the job had previously failed to run. See
‘Automatic Job Requeue’ on page 231 and ‘Exclusive Job Requeue’ on page 232 for details.
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External Submission and Execution Executables

Administrators can write external submission and execution time executables to
perform additional site-specific actions on jobs. These executables are called esub and
eexec and they must reside in LSF_SERVERDI R (defined in the | sf . conf file).
When a job is submitted, esub is executed if it is found in LSF_SERVERDI R. On the
execution host, eexec is run at job start-up and completion time, and when
checkpointing is initiated. The environment variable LS _EXEC_T is setto START, END,
and CHKPNT, respectively, to indicate when eexec is invoked. If esub needs to pass
some data to eexec, esub can write the data to its standard output; eexec can read
the data from its standard input. Thus, LSF is effectively implementing the pipe in
esub | eexec.

eexec is executed as the user after the job’s environment variables have been set. If
you need to run eexec as a different user, such as root, you must properly define
LSF_EEXEC _USERinthefile/ et c/ | sf. sudoer s (see ‘The Isf.sudoers File’ on page 189
for details). The parent job process waits for eexec to complete before proceeding;
thus, eexec is expected to complete. The environment variable LS_JOBPI Dstores the
process ID of the process that invoked eexec. If eexec is intended to monitor the
execution of the job, eexec must fork a child and then have the parent eexec process
exit. The eexec child should periodically test that the job process is still alive using the
LS JOBPI Dvariable.

Under LSF Batch, esub can also be used to validate the submission parameters and
reject the job. The submission parameters are saved in a file before esub isinvoked (see
‘Validating Job Submissions’ on page 91 for details). esub can read the file and exit with
a special exit code to cause the job submission or modification to be aborted. A typical
use of this feature of external submission is to validate users for project membership.
If a submission parameter for the project is not valid, or the user is not permitted to
charge his job to that project, the job can be rejected.

Interactive remote execution also runs these external executables if they are found in
LSF_SERVERDI R. For example, | srun invokes esub, and the RES runs eexec before
starting the task. esub is invoked at the time of the | s_connect ( 3) call, and the RES
invokes eexec each time a remote task is executed. Unlike LSF Bat ch, the RES runs
eexec only at task startup time.

The esub/ eexec facility is used for processing DCE credentials and AFS tokens (see
‘Installation on AFS’ and ‘Installation on DCE/DFS’ in the LSF Installation Guide).
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External Load Indices and ELIM

LSF Base contains a LIM that collects 11 built-in load indices that reflect the load
situations of CPU, memory, disk space, I/0, and interactive activities on individual
hosts.

While built-in load indices might be sufficient for most user sites, there are always user
sites with special workload or resource dependencies that require additional load
indices. LSF’s open system architecture allows users to write an External Load
Information Manager (ELIM) that gathers the additional load and shared resource
information a site needs. This ELIM can then be plugged into LIM so that they appear
as a single LIM to the users. External load indices are used in exactly the same way as
built-in load indices in various scheduling or host selection policies.

An ELIM can be as simple as a small script, or as complicated as a sophisticated C
program. A well defined protocol allows the ELIM to talk to LIM. See ‘Changing LIM
Configuration’ on page 55 for details about writing and configuring an ELIM.

External Group Membership Definition

User group or host group definitions can be maintained outside of LSF and imported
into the LSF Batch configuration at initialization time. An executable egr oup in the
LSF_SERVERDI Rdirectory is invoked to obtain the list of members for a given group.
The group members, separated by spaces, should be written to the standard output
stream of egr oup. In the LSF configuration file, the special character ‘I’ should be
specified for the group member to indicate that egr oup should be invoked. See
‘External User Groups’ on page 200 and ‘Host Groups’ on page 205 for details about writing
an egr oup program.

LSF Bafch Administrator’s Guide 43



1

44

LSF Batch Concepts



2. Managing LSF Base

This chapter describes the operation, maintenance, and tuning of LSF Base cluster.
Since LSF Base is essential to all LSF components, the correct operation of LSF Base is
essential to other LSF products.

Managing Error Logs

Error logs contain important information about daemon operations. When you see any
abnormal behavior related to any of the LSF daemons, you should check the relevant
error logs to find out the cause of the problem.

LSF log files grow over time. These files should occasionally be cleared, either by hand
or using automatic scripts.

LSF Daemon Error Log

All LSF log files are reopened each time a message is logged, so if you rename or
remove a log file of an LSF daemon, the daemons will automatically create a new log
file.

The LSF daemons log messages when they detect problems or unusual situations.

The daemons can be configured to put these messages into files.

UNIX  On UNIX, the message can be sent to the system error logs using the
sysl og facility.

If LSF_LOGDI Ris defined in the | sf. conf file, LSF daemons try to store their
messages in files in that directory. Note that LSF_LOGDI R must be writable by root.
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The error log file names for the LSF Base system daemons, LIM and RES, are
Iimlog. host nane, res. | 0og. host nane.

The error log file names for LSF Batch daemons are sbat chd. | og. host nane,
nbat chd. | og. host nane, and pi m | og. host nane.

UNI X If LSF_LOGDI Ris defined, but the daemons cannot write to files there, the
error log files are created in / t np.

On Unix, if LSF_LOGDI Ris not defined, then errors are logged to sysl og
using the LOG_DAEMONfacility. sys| og messages are highly configurable,
and the default configuration varies widely from system to system. Start by
looking for the file / et ¢/ sysl og. conf , and read the manual pages for
sysl og and/or sysl ogd.

NT If LSF_LOGDI Ris defined, but the daemons cannot write to files there, the
error log files are created in C: \ t enp.

LSF daemons log error messages in different levels so that you can choose to log all
messages, or only log messages that are deemed critical. Message logging is controlled
by the parameter LSF_LOG MASK in the | sf. conf . file. Possible values for this
parameter can be any log priority symbol that is defined in <sysl og. h>. The default
value for LSF_LOG_MASK is LOG_WARNI NG

If the error log is managed by syslog, it is probably already being automatically
cleared.

If LSF daemons cannot find the | sf. conf file when they start, they will not find the
definition of LSF_LOGDI R. In this case, error messages go to sysl og. If you cannot
find any error messages in the log files, they are likely in the sysl og.

See ‘Troubleshooting and Error Messages’ on page 239 for a discussion of common
problems and error log messages.

FLEXIm Log

The FLEXIm license server daemons log messages about the state of the license servers,
and when licenses are checked in or out. This log helps to resolve problems with the
license servers and to track license use.

46



The FLEXIm log is configured by the | sf | i cset up command as described in
‘Installing a New Permanent License’ in the LSF Installation Guide. This log file grows over
time. You can remove or rename the existing FLEXIm log file at any time. The script

| sf _|i cense used to run the FLEXIm daemons creates a new log file when
necessary.

Note
If you already have FLEXIm server running for other products and LSF licenses are
added to the existing license file, then the log messages for FLEXIm should go to the
same place as you previously set up for other products.

Controlling LIM and RES Daemons

The LSF cluster administrator can monitor the status of the hosts in a cluster, start and
stop the LSF daemons, and reconfigure the cluster. Many operations are performed
using the | sadnm n command, which performs administrative operations on LSF Base
daemons, LIM, and RES.

Checking Host Status

Thel shost s and| sl oad commands report the current status and load levels of hosts
in an LSF cluster. The | snon and x| smon commands provide a running display of the
same information. The LSF administrator can find unavailable or overloaded hosts
with these tools.

% | sl oad

HOST _NAME status r15s rim r15mut pg Is it tnp swp nem
host D ok 1.3 1.2 0.9 92%0.0 2 20 5M 148M 88M
host B - ok 0.1 0.3 0.7 0% 0.01 67 45M 25M 34M
host A busy 8.0 *7.0 4.9 84% 4.6 6 17 1M 81M 27M

When the status of a host is proceeded by a ‘-, it means RES is not running on that host.
In the above example, RES on host Bis down.
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Restarting LIM and RES

LIM and RES can be restarted to upgrade software or clear persistent errors. Jobs
running on the host are not affected by restarting the daemons. The LIM and RES
daemons are restarted using the | sadm n command:

% | sadmi n

| sadm n>linrestart hostD
Checking configuration files ...
No errors found.

Restart LIM on <hostD> ...... done
Isadmin>resrestart hostD
Restart RES on <hostD> ...... done
Isadmin>qui t

Note
You must login as LSF cluster administrator to run / sadni n command.

The | sadm n command can be applied to all available hosts by using the host nhame
al | ; forexample, | sadmi n |inrestart all.Ifadaemonis notresponding to
network connections | sadmi n displays an error message with the host name. In this
case you must kill and restart the daemon manually.

Remote Startup of LIM and RES

LSF administrators can start up any, or all, LSF daemons, on any, or all, LSF hosts, from
any host in the LSF cluster. For this to work, file | sf . sudoer s has to be set up
properly to allow you to start up daemons as root. You should be able to runr sh across
LSF hosts without having to enter a password. See ‘The Isf.sudoers File’ on page 189 for
configuration details of | sf. sudoers.
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Thelinstartupandresstartup optionsinl sadni n allow for the startup of the
LIM and RES daemons respectively. Specifying a host name allows for starting up a
daemon on a particular host. For example:

% | sadmin |instartup hostA
Starting up LIMon <hostA> ...... done

% | sadm n resstartup hostA
Starting up RES on <hostA> ...... done

The | sadm n command can be used to start up all available hosts by using the host
name al | ; for example, | sadnin linstartup all.All LSFdaemons, including
LIM, RES, and sbat chd, can be started on all LSF hosts using the command

| sfstartup.

Shutting down LIM and RES

All LSF daemons can be shut down at any time. If the LIM daemon on the current
master host is shut down, another host automatically takes over as master. If the RES
daemon is shut down while remote interactive tasks are running on the host, the
running tasks continue but no new tasks are accepted. To shutdown LIM and RES, use
| sadnmi n command:

% | sadmi n

| sadm n>r esshut down host D

Shut down RES on <hostD> ...... done
| sadmi n>l i nshut down host D

Shut down LIMon <hostD> ...... done

| sadm n>qui t
Youcan runl sadm n reconfi g while the LSF system is in use; users might be

unable to submit new jobs for a short time, but all current remote executions are
unaffected.

Locking and Unlocking Hosts

A LIM can be locked to temporarily prevent any further jobs from being sent to the
host. The lock can be set to last either for a specified period of time, or until the host is
explicitly unlocked. Only the local host can be locked and unlocked.
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% | sadmin |imock
Host is | ocked

% | sl oad

HOST_NAME status r15s rlm rl15m ut pg Is it tnmp swp nmem
host D ok 1.3 1.2 0.9 92% 0.0 2 20 5M 148M 28M
host A busy 8.0 *7.0 4.9 84% 0.6 0 17 *1M 31M 7M
host C |l ockU 0.8 1.0 1.1 73% 1.2 3 0 4M  44M 12M

% | sadmi n | i munl ock
Host is unl ocked

Only root and the LSF administrator can lock and unlock hosts.

Managing LSF Configuration

Overview of LSF Configuration Files

LSF configuration consists of several levels:
e | sf. conf—The primary LSF environment configuration file

e |sf.sharedandl sf.cluster. cluster—Configuration files for the Load
Information Manager

e |Isf.taskandl sf.task. c/ ust er—The files containing task to default
resource requirement string mappings

e LSB _CONFDI R/ cl ust er —The directory containing configuration files for LSF
Batch

The | sf. conf File

This is the generic LSF environment configuration file. This file defines general
installation parameters so that all LSF executables can find the necessary information.
This file is typically installed in the LSF_CONFDI Rdirectory (the same directory as the
LIM configuration files), and a symbolic link is made from a convenient directory as
defined by the environment variable LSF_ENVDI R, or the default directory/ et c. This
file is created by the | sf set up during installation. Note that many of the parameters
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in this file are machine specific. The contents of this file are described in detail in ‘The
Isf.conf File’ on page 161.

LIM Configuration Files

LIM is the kernel of your cluster that provides the single system image to all
applications. LIM reads the LIM configuration files and determines your cluster and
the cluster master host.

LIMfilesincludel sf. sharedandl sf. cl uster. c/ uster, wherec/ ust er isthe
name of your LSF cluster. These files define the host members, general host attributes,
and resource definitions for your cluster. The individual functions of each of the files
are described below.

| sf. shar ed defines the available resource names, host types, host models, cluster
names, and external load indices that can be used by all clusters. This file is shared by
all clusters.

| sf.cluster. cluster fileis a per cluster configuration file. It contains two types
of configuration information: cluster definition information and LIM policy
information. Cluster definition information impacts all LSF applications, while LIM
policy information impacts applications that rely on LIM’s policy for job placement.

The cluster definition information defines cluster administrators, all the hosts that
make up the cluster, attributes of each individual host such as host type or host model,
and resources using the names defined in | sf . shar ed.

LIM policy information defines the load sharing and job placement policies provided
by LIM. More details about LIM policies are described in “Tuning LIM Load Thresholds’
on page 69.

LIM configuration files are stored in directory LSF_CONFDI Ras defined in| sf . conf
file. Details of LIM configuration files are described in ‘The Isf.shared File’ on page 173.

The | sf. t ask File

| sf.task isasystem-wide task to ‘default resource requirement string’ mapping file.
This file defines mappings between task names and their default resource

requirements. LSF maintains a task list for each user in the system. The | sf . t ask file
is useful for the cluster administrator to set task-to-resource requirement mapping at
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the system level. Individual users can customize their own list by using the | srt asks
command (See | srtasks(1) man page for details on this command).

When you run a job with an LSF command such as bsub or | sr un, the command
consults your task list to find out the default resource requirement string of the job if
they are not already specified explicitly. If a match is not found in your task list, the
system will assume a default, which typically means run the job on a host that has the
same host type as the local host.

There is also a per cluster file| sf. t ask.c/ ust er that applies to the cluster only and
overrides the system-wide definition. Individual users can have their own files to
override the system-wide and cluster-wide files by using the | srt asks command.

| sf.task and| sf. task. ¢/ ust er files are installed in directory LSF_CONFDI Ras
defined in | sf. conf file.

LSF Batch Configuration Files

These files define LSF Batch specific configuration such as queues, batch server hosts,
and batch user controls. These files are only read by nbat chd. The LSF Batch
configuration relies on LIM configuration. LSF Batch daemons get the cluster
configuration information from the LIM via the LSF API.

LSF Batch configuration files are stored in directory LSB_CONFDI R/ ¢/ ust er, where
LSB_CONFDI Ris defined in | sf. conf,and c/ ust er is the name of your cluster.
Details of LSF Batch configuration files are described in ‘Managing LSF Batch’ on

page 79.

Configuration File Formats

All configuration files except | sf . conf use a section-based format. Each file contains
a number of sections. Each section starts with a line beginning with the reserved word
Begi n followed by a section hame, and ends with a line beginning with the reserved
word End followed by the same section name. Begi n, End, section names, and
keywords are all case insensitive.

Sections can either be vertical or horizontal. A horizontal section contains a number of

lines, each having the format: keywor d = val ue, where value is one or more strings.
For example:
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Begi n exanpl eSecti on

keyl = stringl
key2 = string2 string3
key3 = string4

End exanpl eSecti on

Begi n exanpl eSecti on
keyl = STRI NGL

key2 = STRIN& STRI NG3
End exanpl eSecti on

In many cases you can define more than one object of the same type by giving more
than one horizontal section with the same section name.

A vertical section has a line of keywords as the first line. The lines following the first
line are values assigned to the corresponding keywords. Values that contain more than
one string must be bracketed with ‘(" and *)’. The above examples can also be expressed
in one vertical section:

Begi n exanpl eSecti on

keyl key2 key3
stringl (string2 string3) string4
STRINGL (STRING STRING3) -

End exanpl eSecti on

Each line in a vertical section is equivalent to a horizontal section with the same section
name.

Some keys in certain sections are optional. For a horizontal section, an optional key
does not appear in the section if its value is not defined. For a vertical section, an
optional keyword must appear in the keyword line if any line in the section defines a
value for that keyword. To specify the default value use ‘-’ or *()’ in the corresponding
column, as shown for key3 in the example above.

Each line can have multiple columns, separated by either spaces or TAB characters.
Lines can be extended by a ‘\ ’ (back slash) at the end of a line. A ‘#’ (pound sign)
indicates the beginning of a comment; characters up to the end of the line are not
interpreted. Blank lines are ignored.
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Example Configuration Files

Below are some examples of LIM configuration files. The detailed explanations of the
variables are described in ‘LSF Base Configuration Reference’ on page 161.

Example | sf. shar ed file

Begin A uster

d ust er Nane # This line is keyword(s)
test cluster

End Q uster

Begi n Host Type

TYPENAME # This line is keyword(s)
hppa

SUNSCL

r s6000

al pha

NTX86

End Host Type

Begi n Host Model

MCDELNAME CPUFACTCR # This line is keyword(s)
HP735
DEC3000

R A NeK
PENTI 120

End Host Model

w o oA
ocooo

Begi n Resour ce
RESCOURCENAME TYPE I NTERVAL | NCREASI NG DESCR PTI ON #This line is keyword(s)

hpux Bool ean () 0 (HP-UX operating systen)

decuni x Bool ean () 0 (Dgital Unix)

solaris Bool ean () ) (Sun Sol aris operating systemn)
NT Bool ean () 0 (Wndows NT operating systen)

f server Bool ean () () (File Server)

cserver Bool ean () 0 (Conput e Server)

scratch Nuneric 30 N (Shared scratch space on server)
veril og Nuneric 30 N (Floating licenses for Verilog)
consol e Sring 30 N (Wser Logged in on consol €)

End Resour ce
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Example | sf.cluster.test _cluster file:

Begi n Cl ust er Manager
Manager = | sf user?
End C ust er Manager

Begi n Host

Host NAre Model Type server SwWp Resour ces

host A HP735 hppa 1 2 (fserver hpux)
host D ORI G N2K  sgi 1 2 (cserver)

host B PENT200 NTX86 1 2 (NT)

End Host

In the above file, section Cl ust er Manager takes horizontal format, while Host
section takes vertical format.

Other LSF Batch configuration files are described in ‘Example LSF Batch Configuration
Files’ on page 136.

Changing LIM Configuration

This section provides procedures for some common changes to the LIM configuration.
There are three different ways for you to change LIM configuration:

= Usethel sf set up program as described in various sections of the LSF Installation
Guide

« Editindividual files using a text editor
= Use the x| sadmni n tool (a graphical application).

The following discussions focus on changing configuration files using a text editor so
that you can understand the concepts behind the configuration changes. See ‘Managing
an LSF Cluster Using xIsadmin’ on page 99 for the use of xI sadni n in changing
configuration files.

Note
If you run LSF Batch, you must restart mbat chd using the badm n reconfi g
command each time you change the LIM configuration, even if the LSF Batch
configuration files do not change. This is necessary because the LSF Batch
configuration depends on the LIM configuration.
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Adding a Host to a Cluster

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7
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If you are adding a host of a new host type, make sure you perform the steps
described in ‘Installing an Additional Host Type’ in the LSF Installation Guide
first.

If you are adding a host of a type for which you have already installed LSF
binaries, make sure that the LSF binaries, configuration files, and working
directories are NFS-mounted on the new host. For each new host you add,
follow the host setup procedure as described in ‘Adding an Additional Host to an
Existing Cluster’ in the LSF Installation Guide.

If you are adding a new host type to the cluster, modify the Host Type section
of the | sf. shar ed file to add the new host type. A host type can be any
alphanumeric string up to 29 characters long.

If you are adding a new host model, modify the Host Mbdel section of your
| sf. shar ed file to add in the new model together with its CPU speed factor
relative to other models.

For each host you add into the cluster, you should add a line to the Host
sectionofthel sf. cl uster. c/ ust er file with host name, host type, and all
other attributes defined, as shown in ‘Example Configuration Files’ on page 54.

The master LIM and nbat chd daemons run on the first available host in the
Host section of your | sf. cl ust er. ¢/ ust er file, so you should list reliable
batch server hosts first. For more information see ‘Fault Tolerance’ on page 5.

If you are adding a client host, set the SERVER field for the host to 0 (zero).

Reconfigure your LSF cluster so that LIM knows that you have added a new
host to the cluster. Follow instructions in ‘Reconfiguring an LSF Cluster’ on
page 62. If you are adding more than one host, perform this step after you have
performed steps 1 to 6 for all added hosts.

If you are adding hosts as LSF Batch server hosts, add these hosts to the LSF
Batch configuration by following steps described in ‘Restarting shatchd’ on
page 85.



Step 8

Start the LSF daemons on the newly added host(s) by running
LSF_SERVERDI R/ | sf _daenbns start and use ps to make sure thatr es,
I i mand sbat chd have started.

CAUTION!

Thel sf daenobns st art command mustbe run as root. If you are creating
a private cluster, do not attemptto use| sf _daenons to start your daemons,
as this command will kill all running daemons on the system before starting
new ones. Start them manually.

Removing Hosts From a Cluster

Step 1

Step 2

Step 3

Step 4

UNIX

If you are running LSF Batch, make sure you remove unwanted hosts from the
LSF Batch first following steps described in ‘Restarting sbatchd’ on page 85.

Edityour| sf. cl ust er. ¢/ ust er file and remove the unwanted hosts from
the Host section.

Log in to any host in the cluster as the LSF administrator. Run:
| sadnmin resshutdown hostl host2 ...
where host 1, host 2, ... are hosts you want to remove from your cluster.

Follow instructions in ‘Reconfiguring an LSF Cluster’ on page 62 to reconfigure
your LSF cluster. The LIMs on the removed hosts will quit upon
reconfiguration.

Removing Hosts From a Cluster

Step 1 Remove the LSF section from the host’s system startup files. This
undoes what you have done previously to start LSF daemons at
boot time. See ‘Starting LSF Servers at Boot Time’ in the LSF
Installation Guide for details.

Step 2 Ifanyusersusel st csh astheir login shell, change their login shell
tot csh or csh. Remove | st csh from the / et c/ shel | s file.
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Customizing Host Resources

Your cluster is most likely heterogeneous. Even if your computers are all the same, it
might still be heterogeneous. For example, some machines are configured as file
servers, while others are compute servers; some have more memory, others have less;
some have four CPUs, others have only one; some have host-locked software licenses
installed, others do not.

LSF provides powerful resource selection mechanisms so that correct hosts with
required resources are chosen to run your jobs. For maximum flexibility, you should
characterize your resources clearly enough so that users have satisfactory choices. For
example, if some of your machines are connected to both Ethernet and FDDI, while
others are only connected to Ethernet, then you probably want to define a resource
called f ddi and associate the f ddi resource to machines connected to FDDI. This way,
users can specify resource f ddi if they want their jobs to run on machines connected
to FDDI.

To customize host resources for your cluster, perform the following procedure:
Step 1 Log into any host in the cluster as the LSF administrator.

Step 2 Define new resource names by modifying the “Resource” section of the
| sf. shar ed file. Add a brief description to each of the added resource
names. Resource descriptions will be displayed to a user by | si nf o
command.

Step 3 If you want to associate added resource names to an application, edit
| sf. task file properly to reflect the resource in the resource requirements of
the application. Alternatively, you can leave this to individual users who can
use | srt asks command to customize their own files.

Step 4 Editthel sf. cl uster. ¢l ust er file to modify the RESOURCES column of
the “Host” section so that all hosts that have the added resources will now
have the added resource names in that column.

Step 5 Follow instructions in ‘Reconfiguring an LSF Cluster’ on page 62 to reconfigure
your LSF cluster.
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Configuring Resources in LSF Base

Resources are defined in the Resour ce section of the | sf . shar ed file. The definition
of a resource involves specifying a name and description, as well as, optionally, the
type of its value, its update interval, and whether a higher or lower value indicates
greater availability.

The mandatory resource information fields are:

= A RESOURCENAME indicating the name of the resource

< A DESCRI PTI ONthat should indicate what the resource represents.

The optional resource information fields are:

= ATYPE indicating its value (boolean, numeric, or string)

< An| NTERVAL indicating how often the value is updated (for resources whose
value changes dynamically)

= An| NCREASI NGflag indicating whether a higher value represents a greater
availability of the resource (for numeric resources which can be used for
scheduling jobs).

When the optional attributes are not specified, the resource is treated as static and
boolean-valued.

The following is a sample of a Resour ce section from an | sf . shar ed file:

Begi n Resource
RESOURCENAME TYPE | NTERVAL | NCREASI NG DESCRI PTI ON

m ps Bool ean () @) (M PS architecture)

dec Bool ean () @) (DECSt ati on system

sparc Bool ean () @) ( SUN SPARC)

hppa Bool ean () @) (HPPA architecture)

bsd Bool ean () @) (BSD uni x)

Sysv Bool ean () @) (System V UN X)

hpux Bool ean () @) (HP- UX UNI X)

ai x Bool ean () @) (AI'X UNI X)

nt Bool ean () @) (W ndows NT)

scratch Nurmeric 30 N (Shared scratch space on server)
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synopsys Nurmeric 30 N (Floating licenses for Synopsys)
veril og Nurmeric 30 N (Floating licenses for Verilog)
consol e String 30 N (User Logged in on consol e)

End Resource

There is no distinction between shared and non-shared resources in the resource
definition in the | sf. shar ed file.

Note
The New ndex section in the /| sf. shar ed file is obsolete. To achieve the same
effect, the Resour ce section of the | sf. shar edfile can be used to define a dynamic
numeric resource, and the def aul t keyword can be used in the L OCATI ONfield of
the Resour ceMap section of the | sf. ¢l ust er. cl ust er file.

Associating Resources with Hosts

Resources are associated with the host(s) on which they are available in the
Resour ceMap section of the | sf. cl uster. ¢/ ust er file (where ¢/ ust er is the
name of the cluster). The following fields must be completed for each resource:

= A RESOURCENAME indicating the name of the resource, as defined in the
| sf. shared file

= A LCCATI ONindicating whether the resource is shared or non-shared, across
which hosts, and with which initial value(s).

The following is an example of a Resour ceMap section from an
| sf.cluster. cluster file:

Begi n Resour ceMap
RESOURCENAME  LOCATI ON

veril og 5@all]
synopsys (2@ appl e] 2@ ot hers])
consol e (1@ appl e] 1@ orange])

End Resour ceMap
The possible states of a resource that may be specified in the LOCATI ON column are:

« Each host in the cluster has the resource
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= The resource is shared by all hosts in the cluster

= There are multiple instances of a resource within the cluster, and each instance is
shared by a unique subset of hosts.

For static resources, the LOCATI ON column should contain the value of the resource.

The syntax of the information in the LOCATI ONfield takes one of two forms. For static
resources, where the value must be specified, use:

e (valuel@[hostl host2 ...] value2@[host3 host4] ...)

For dynamic resources, where the value is updated by an ELIM, use:

e ([hostl host2 ...] [host3 host4 ...] ...)

Each set of hosts listed within the square brackets specifies an instance of the resource.
All hosts within the instance share the resource whose quantity is indicated by its
value. In the above example, host 1, host 2,... form one instance of the resource,

host 3, host 4,... form another instance, and so on.

Note
The same host cannot be in more than one instance of a resource.

Three predefined words have special meaning in this specification:

< al | refersto all the server hosts in the cluster; for example, val ue@ al I ] means
the resource is shared by all server hosts in the cluster made up of host 1 host 2
hostn

= ot her s refers to the rest of the server hosts listed in the cluster; for example,
(2@ appl e] 2[ ot hers]) means there are 2 units of "syno" on apple, and 2
shared by all other hosts

= defaul t refersto each host; for example, val ue@ def aul t] is equivalent to
(value@host1] value@host2] ... value@ hostn]) where host1, ...
host n are all server hosts in the cluster.

These syntax examples assume that static resources (requiring values) are being
specified. For dynamic resources, use the same syntax but omit the val ue.
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The following items should be taken into consideration when configuring resources
under LSF Base.

Inthel sf. cl uster. cl ust er file, the Host section must precede the Resour ceMap
section since the Resour ceMap section uses the host names defined in the Host
section.

e The RESOURCES column in the Host section of the | sf. cl uster. ¢/ ust er file
should be used to associate static boolean resources with particular hosts. Using
the Resour ceMap section for static boolean resources section will result in an
empty RESOURCES column in the | shost s( 1) display.

= All resources specified in the Resour ceMap section are treated as shared
resources, which are displayed using the| sl oad - s orl shosts -s commands.
The exception is for dynamic numeric resources specified using the def aul t
predefined word. These will be treated together with load indices such as memand
swap and are viewed using the | sl oad -1 command.

If the Resour ceMap section is not defined, then any dynamic resources specified in
| sf. shar ed are considered to be host-based (the resource is available on each host in
the cluster).

Reconfiguring an LSF Cluster

After changing LIM configuration files, you must tell LIM to read the new
configuration. Use the | sadm n command to tell LIM to pick up the new
configuration.

Operations can be specified on the command line or entered at a prompt. Run the
| sadm n command with no arguments, and enter hel p to see the available
operations.

Thel sadm n reconfi gcommand checksthe LIM configuration files for errors. If no

errors are found, the command confirms that you want to restart the LIMs on all hosts,
and reconfigures all the LIM daemons:
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% | sadmin reconfig
Checking configuration files ...
No errors found.

Do you really want to restart LIMs on all hosts? [y/n] y

Restart LIMon <hostD> ...... done
Restart LIMon <hostA> ...... done
Restart LIMon <hostC ...... done

In the above example, no errors are found. If any non-fatal errors are found, the
command asks you to confirm the reconfiguration. If fatal errors are found, the
reconfiguration is aborted.

If you want to see details on any errors, run the command | sadm n ckconfig -v.
This reports all errors to your terminal.

If you change the configuration file of LIM, you should also reconfigure LSF Batch by
running badni n reconfi g because LSF Batch depends on LIM configuration. If you
change the configuration of LSF Batch, then you only need to run badmi n reconfi g.

External Resource Collection

The values of static external resources are specified through the

| sf.cluster. cluster configuration file. All dynamic resources, regardless of
whether they are shared or host-based, are collected through an ELIM. An ELIM is
started in the following situations:

= Onevery host if any dynamic resource is configured as host-based. For example,
if the LOCATI ONfield in the Resour ceMap section of| sf. cl uster. cl/ uster is
([defaul t]), then every host will start an ELIM.

= On the master host for any cluster-wide resources. For example, if the LOCATI ON
field in the Resour ceMap sectionof | sf. cluster. clusteris([all]),then
an ELIM is started on the master host.

= On the first host specified for each instance, if multiple instances of the resource
exist within the cluster. For example, if the LOCATI ON field in the Resour ceMap
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section of | sf. cluster. cluster is([hostA hostB hostC] [hostD
host E host F] ), then an ELIM will be stared on host Aand host Dto report the
value of that resource for that set of hosts.

If the host reporting the value for an instance goes down, then an ELIM is started
on the next available host in the instance. In above example, if host A became
unavailable, an ELIM is started on host B. If the host A becomes available again
then the ELIM on host B is shut down and the one on host Alis started.

Note

There is only one ELIM on each host, regardless of the number of resources on which
it reports. If only cluster-wide resources are to be collected, then an ELIM will only be
started on the master host. When LIM starts, the following environment variables are
set for ELIM:

LSF_MASTER: This variable is defined if the ELIM is being invoked on the master
host. It is undefined otherwise. This can be used to test whether the ELIM should
report on cluster-wide resources that only need to be collected on the master host.

LSF_RESQURCES: This variable contains a list of resource names (separated by
spaces) on which the ELIM is expected to report. A resource name is only putin
the list if the host on which the ELIM is running shares an instance of that resource.

Restrictions

The following restrictions apply to the use of shared resources in LSF products.

A shared resource cannot be used as a load threshold in the Host s section of the
| sf.cluster. cl uster file.

A shared resource cannot be used in the | oadSched/ | oadSt op thresholds, or in
the STOP_COND or RESUME_COND parameters in the queue definition in the
| sb. queues file.

Writing an External LIM

The ELIM can be any executable program, either an interpreted script or compiled
code. Example code for an ELIM is included in the exanpl es directory in the LSF
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distribution. The el i m c fileis an ELIM written in C. You can customize this example
to collect the load indices you want.

The ELIM communicates with the LIM by periodically writing a load update string to
its standard output. The load update string contains the number of indices followed by
a list of name-value pairs in the following format:

N nanel val uel nane2 value2 ... naneN val ueN

For example,
3 tnmp2 47.5 nio 344.0 licenses 5

This string reports three indices: t np2, ni 0, and | i censes, with values 47.5, 344.0,
and 5 respectively. Index values must be numbers between - | NFI NI T_LOAD and
I NFI NI T_LOADas defined in the | sf . h header file.

If the ELIM is implemented as a C program, as part of initialization it should use
set buf ( 3) to establish unbuffered output to st dout .

The ELIM should ensure that the entire load update string is written successfully to
st dout . This can be done by checking the return value of pri nt f ( 3s) ifthe ELIM is
implemented as a C program or as the return code of / bi n/ echo(1) from ashell
script. The ELIM should exit if it fails to write the load information.

Each LIM sends updated load information to the master every 15 seconds. Depending
on how quickly your external load indices change, the ELIM should write the load
update string at most once every 15 seconds. If the external load indices rarely change,
the ELIM can write the new values only when a change is detected. The LIM continues
to use the old values until new values are received.

The executable for the ELIM must be in LSF_SERVERDI Rand must have the name
el i m If LIM expects some resources to be collected by an ELIM according to
configuration, it invokes the ELIM automatically on startup. The ELIM runs with the
same user id and file access permission as the LIM.
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The LIM restarts the ELIM if it exits; to prevent problems in case of a fatal error in the
ELIM, itis restarted at most once every 90 seconds. When the LIM terminates, it sends
a S| GTERMsignal to the ELIM. The ELIM must exit upon receiving this signal.

Overriding Built-In Load Indices

The ELIM can also return values for the built-in load indices. In this case the value
produced by the ELIM overrides the value produced by the LIM. The ELIM must
ensure that the semantics of any index it supplies are the same as that of the
corresponding index returned by the | si nf o( 1) command.

For example, some sites prefer to use / usr / t np for temporary files. To override the
t np load index, write a program that periodically measures the space inthe/ usr/ t np
file system and writes the value to standard output. Name this program el i mand
store it in the LSF_SERVERDI Rdirectory.

Note
The name of an external load index must not be one of the resource name aliases cpu,
i dl e, | ogi ns,or swap. To override one of these indices, use its formal name: r 1m
it,ls,orsup.

You must configure the external load index even if you are overriding a built-in load
index.

LIM Policies

LIM provides very critical services to the all LSF components. In addition to the timely
collection of resource information, LIM also provides host selection and job placement
policies. If you are using the LSF MultiCluster product, LIM policies also determine
how different clusters should exchange load and resource information.

LIM policies are advisory information for applications. Applications can either use the

placement decision from the LIM, or make further decisions based on information
from the LIM.
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Most of the LSF interactive tools, such as| srunand| st csh, use LIM policies to place
jobs on the network. LSF Batch uses load and resource information from LIM and
makes its own placement decisions based on other factors in addition to load
information.

As was described in ‘Overview of LSF Configuration Files’ on page 50, LIM configuration
file defines load-sharing policies. The LIM configuration parameters that affect LIM
policies include:

Load threshold parameters. These define the conditions beyond which a host is
considered busy by LIM. No jobs will be dispatched to a busy host by LIM’s policy.
Each of these parameters is a load index value, so that if the host load goes beyond
that value, the host becomes busy.

If a particular load index is not specified, then LIM assumes that there is no
threshold for that load index. Define looser values for load thresholds if you want
to aggressively run jobs on a host. See ‘Threshold Fields’ on page 184 for details about
load thresholds.

Dispatch window parameter. This defines one or more time windows during
which a host is considered available for sharing a load from other hosts. If the
current time is outside all the defined time windows, the host is considered locked
and LIM will not advise any applications to run jobs on the host.

If you do not want LIM to place jobs to some hosts during certain hours, you can
define run windows for these hosts in the | sf. cl ust er. ¢/ ust er. Dispatch
windows in | sf. cl uster. ¢/ ust er cause hosts to become locked outside the
time windows so that LIM will not advise jobs to go to those hosts. Details of this
parameter are described in ‘Hosts’ on page 182.

Note

LIM thresholds and run windows affect the job placement advice of the LIM. Job
placement advice is not enforced by LIM. LSF Batch, for example, does not follow the
policies of the LIM.

Intercluster policies. These are parameters specified in the RemoteClusters section
ofthel sf. cluster. cl ust er file. These parameters apply to LSF MultiCluster
product only. The parameters define the relationship between the local cluster and
remote clusters and the direction of job placement flows across clusters. See
‘Managing LSF MultiCluster’ on page 143 for details.
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There are two main goals in adjusting the LIM configuration parameters: improving
response time, and reducing interference with interactive use. To improve response
time, LSF should be tuned to correctly select the best available host for each job. To
reduce interference, LSF should be tuned to avoid overloading any host.

Tuning CPU Factors

CPU factors are used to differentiate the relative speed of different machines. LSF runs
jobs on the best possible machines so that the response time is minimized. To achieve
this, it is important that you define correct CPU factors for each machine model in your
cluster by changing the Host Model section of your | sf. shar ed file.

CPU factors should be set based on a benchmark that reflects your work load. (If there
is no such benchmark, CPU factors can be set based on raw CPU power.) The CPU
factor of the slowest hosts should be set to one, and faster hosts should be proportional
to the slowest. For example, consider a cluster with two hosts, host Aand host B,
where host Atakes 30 seconds to run your favourite benchmark and host Btakes 15
seconds to run the same test. host Ashould have a CPU factor of 1, and host B (since
it is twice as fast) should have a CPU factor of 2.

LSF uses a normalized CPU performance rating to decide which host has the most
available CPU power. The normalized ratings can be seen by running thel sl oad - N
command. The hosts in your cluster are displayed in order from best to worst.
Normalized CPU run queue length values are based on an estimate of the time it would
take each host to run one additional unit of work, given that an unloaded host with
CPU factor 1 runs one unit of work in one unit of time.

Incorrect CPU factors can reduce performance in two ways. If the CPU factor for a host
is too low, that host may not be selected for job placement when a slower host is
available. This means that jobs would not always run on the fastest available host. If
the CPU factor is too high, jobs are run on the fast host even when they would finish
sooner on a slower but lightly loaded host. This causes the faster host to be overused
while the slower hosts are underused.

Both of these conditions are somewhat self-correcting. If the CPU factor for a host is too

high, jobs are sent to that host until the CPU load threshold is reached. The LIM then
marks that host as busy, and no further jobs will be sent there. If the CPU factor is too
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low, jobs may be sent to slower hosts. This increases the load on the slower hosts,
making LSF more likely to schedule future jobs on the faster host.

Tuning LIM Load Thresholds

The Host section ofthe | sf. cl ust er. ¢/ ust er file can contain busy thresholds for
load indices. You do not need to specify a threshold for every index; indices that are
not listed do not affect the scheduling decision. These thresholds are a major factor in
influencing LSF performance. This section does not describe all LSF load indices; see
‘Resource Requirements’ on page 24 and ‘Threshold Fields’ on page 184 for more complete
discussions.

The parameters that most often affect performance are:

riss
15-second average
rim
1-minute average
rism
15-minute average
pPg
paging rate in pages per second
SWp

Available swap space

For tuning these parameters, you should compare the output of | sl oad to the
thresholds reported by | shosts -1I.

Thel sl oad and | snon commands display an asterisk “*' next to each load index that

exceeds its threshold. For example, consider the following output from | shosts -1
and| sl oad:
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% | shosts -1
HOST_NAME:  host D

LOAD_THRESHOLDS:
ri15s rim r1l5m ut pg io I's it tnp sSwWp mem
- 3.5 - - 15 - - - - 2M 1M
HOST_NAME: host A

LOAD_THRESHCLDS:

r15s rim r1l5m ut pg io I's it tnp sSwWp nmem
- 3.5 - - 15 - - - - 2M 1M
% | sl oad
HOST_NAME status r15s rlm rl1l5m ut pg Is it tnp swp nmem
host D ok 0.0 0.0 0.0 0% 0.0 6 0 30M 32M 10M
host A busy 1.9 2.1 1.9 47%*69.6 21 0 38M 96M 60M

In this example, host Dis ok. However, host Ais busy; the pg (paging rate) index is
69.6, above the threshold of 15.

Other monitoring tools such as x| srmon also help to show the effects of changes.

If the LIM often reports a host to be busy when the CPU run queue length is low, the
most likely cause is the paging rate threshold. Different operating systems assign
subtly different meanings to the paging rate statistic, so the threshold needs to be set
at different levels for different host types. In particular, HP-UX systems need to be
configured with significantly higher pg values; try starting at a value of 50 rather than
the default of 15.

If the LIM often shows systems busy when the CPU utilization and run queue lengths
are relatively low and the system is responding quickly, try raising the pg threshold.
There is a point of diminishing returns; as the paging rate rises, eventually the system
spends too much time waiting for pages and the CPU utilization decreases. Paging rate
is the factor that most directly affects perceived interactive response. If a system is
paging heavily, it feels very slow.

The CPU run queue threshold can be reduced if you find that interactive jobs slow

down your response too much while the LIM still reports your host as ok. Likewise, it
can be increased if hosts become busy at too low a load.
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On multi-processor systems, the CPU run queue threshold is compared to the effective
run queue length as displayed by the | sl oad - Ecommand. The run queue threshold
should be configured as the load limit for a single processor. Sites with a variety of
uniprocessor and multi-processor machines can use a standard value for r 15s,r 1m
and r 15min the configuration files, and the multi-processor machines will
automatically run more jobs. Note that the normalized run queue length printed by

| sl oad - Nis scaled by the number of processors. See Section 4, ‘Resources’, beginning
on page 35 of the LSF Batch User’s Guide and | sfi ntro(1) for the concept of effective
and normalized run queue lengths.

Cluster Monitoring with LSF

Because LSF takes a wide variety of measurements on the hosts in your network, it can
be a powerful tool for monitoring and capacity planning. The | snron command gives
updated information that can quickly identify problems such as inaccessible hosts or
unusual load levels. The | snon - L option logs the load information to a file for later
processing. See the |l snmon( 1) and | i m acct (5) manual pages for more
information.

For example, if the paging rate (pg) on a host is always high, adding memory to the
system will give a significant increase in both interactive performance and total
throughput. If the pg index is low but the CPU utilization (ut ) is usually more than 90
percent, the CPU is the limiting resource. Getting a faster host, or adding another host
to the network, would provide the best performance improvement. The external load
indices can be used to track other limited resources such as user disk space, network
traffic, or software licenses.

The x| snon program is a Motif graphic interface to the LSF load information. The
x| snmon display uses colour to highlight busy and unavailable hosts, and can show
both the current levels and scrolling histories of selected load indices.

See Section 3, ‘Cluster Information’, beginning on page 25 of the LSF Batch User’s Guide for
more information about x| snon.
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LSF License Management

LSF software is licensed using the FLEXIm license manager from Globetrotter
Software, Inc. The LSF license key controls the hosts allowed to run LSF. The
procedures for obtaining, installing, and upgrading license keys are described in
‘Getting License Key Information’ and ‘Setting Up the License Key’ in the LSF Installation
Guide. This section provides background information on FLEXIm.

FLEXIm controls the total number of hosts configured in all your LSF clusters. You can
organize your hosts into clusters however you choose. Each server host requires at
least one license; multi-processor hosts require more than one, as a function of the
number of processors. Each client host requires 1/5 of a license.

LSF uses two kinds of FLEXIm license: time-limited DEMO licenses and permanent
licenses.

The DEMO license allows you to try LSF out on an unlimited number of hosts on any
supported host type. The trial period has a fixed expiry date, and the LSF software will
not function after that date. DEMO licenses do not require any additional daemons.

Permanent licenses are the most common. A permanent license limits only the total
number of hosts that can run the LSF software, and normally has no time limit. You can
choose which hosts in your network will run LSF, and how they are arranged into
clusters. Permanent licenses are counted by a license daemon running on one host on
your network.

For permanent licenses, you need to choose a license server host and send hardware
host identification numbers for the license server host to your software vendor. The
vendor uses this information to create a permanent license that is keyed to the license
server host. Some host types have a built-in hardware host ID; on others, the hardware
address of the primary LAN interface is used.

How FLEXIm Works

FLEXIm is used by many software packages because it provides a simple and flexible
method for controlling access to licensed software. A single FLEXIm license server can
handle licenses for many software packages, even if those packages come from
different vendors. This reduces the systems administration load, since you do not need
to install a new license manager every time you get a new package.
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The License Server Daemon

FLEXIm uses a daemon called | ngr d to manage permanent licenses. This daemon
runs on one host on your network, and handles license requests from all applications.
Each license key is associated with a particular software vendor. | ngr d automatically
starts a vendor daenon; the LSF version is called | sf | d and is provided by
Platform Computing Corporation. The vendor daemon keeps track of all licenses
supported by that vendor. DEMO licenses do not require you to run license daemons.

The license server daemons should be run on a reliable host, since licensed software
will not run if it cannot contact the server. The FLEXIm daemons create very little load,
so they are usually run on the file server. If you are concerned about availability, you
canrun| ngr d on a set of three or five hosts. As long as a majority of the license server
hosts are available, applications can obtain licenses.

The License File

Software licenses are stored in a text file. The default location for this file is
lusr/local/flexlmlicenses/l|icense. dat, butthiscan be overridden. For
example, when LSF is installed following the default installation procedure, the license
file is installed in the same directory where all LSF configuration files are installed; for
example, / usr/ | ocal /| st/ mt/ conf . The license file must be readable on every
host that runs licensed software. It is most convenient to place the license file in a
shared NFS directory.

Thel i cense. dat file normally contains:

< A SERVERine for each FLEXIm server host. The SERVER line contains the host
name, hardware host ID, and network port number for the server.

= A DAEMON line for each software vendor, which gives the file path name of the
vendor daemon.

= A FEATURE line for each software license. This line contains the number of copies
that can be run, along with other necessary information.

The FEATURE line contains an encrypted code to prevent tampering. For permanent

licenses, the licenses granted by the FEATURE line can be accessed only through license
servers listed on the SERVER lines.
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For DEMO licenses, no FLEXIm daemons are needed, so the license file contains only
the FEATURE line.

Here is an example of a DEMO license file.

FEATURE | sf_base | sf | d 3.100 20-Dec-1997 0 5CE371439854221102F7 "H atformi DEMD
FEATURE | sf _batch | sf_|Id 3.100 20- Dec-1997 0 3QC371C33076712F433B "P atformt DEMD
FEATURE | sf_mul ticluster Isf_Id 3.100 20- Dec-1997 0 5(53119330771250944C "H atforni CEMD

This license file allows a site to run LSF Base, Batch, and MultiCluster until December
20, 1997. Note that a DEMO license does not have a SERVER line and a DAEMON line
because no license server is needed for DEMO licenses.

The following is an example of a permanent license:

SERVER host D 690a377d 1700

DAEMON I 'sf | d /usr/local/lsfl/letc/lsf _|Id

FEATURE | sf_base | sf_Id 3.100 1-jan-0000 1000 5C239486CAD72739BAF8 "H at f or ni
FEATURE | sf_batch |sf_Id 3.100 1-j an-0000 1000 6CB344F6E2A5B7A31526 "M at f or mi
FEATURE | sf_multicluster |sf_Id 3.100 1-j an-0000 1000 5C535446DAESCEEGB736 "H at f or mi

LSF uses the notion of license units in calculating the amount of licenses required for a
product on a host. The number of license units required to run LSF depends on the
number of CPUs the host has as well as the type of the machine. For example, a single
CPU HP-UX machine would require ten license units, whereas a client-only machine
would need two license units.

The above license is configured to run on hostD, using TCP port 1700. This license
allows 1000 license units for version 3.1 of LSF Base, LSF Batch, and LSF MultiCluster.

License Management Utilities

FLEXIm provides several utility programs for managing software licenses. These
utilities and their manual pages are included in the LSF software distribution.

Because these utilities can be used to shut down the FLEXIm license server, and thus
prevent licensed software from running, they are installed in the LSF_SERVERDI R
directory. The file permissions are set so that only root and members of group 0 can use
them.

The utilities included are:
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| ncksum
Calculate check sums of the license key information

| ndown
Shut down the FLEXIm server

| mhostid
Display the hardware host ID

| nT enpve
Remove a feature from the list of checked out features

| nT eread
Tell the license daemons to re-read the license file

| st at
Display the status of the license servers and checked out licenses

I mver
Display the FLEXIm version information for a program or library

For complete details on these commands, see the on-line manual pages.
Updating an LSF License

FLEXIm only accepts one license key for each feature listed in a license key file. If there
is more than one FEATURE line for the same feature, only the first FEATURE line is
used. To add hosts to your LSF cluster, you must replace the old FEATURE line with a
new one listing the new total number of licenses.

The procedure for updating a license key file to include new license keys is described
in ‘Adding a Permanent License’ in the LSF Installation Guide.

Changing the FLEXIm Server TCP Port

The fourth field on the SERVER line specifies the TCP port number that the FLEXIm
server uses. Choose an unused port number. LSF usually uses port numbers in the
range 3879 to 3882, so the numbers from 3883 forward are good choices. If the | ngrd
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daemon complains that the license server port is in use, you can choose another port
number and restart | ngr d.

For example, if your license file contains the line:
SERVER hostname host-id 1700
and you want your FLEXIm server to use TCP port 3883, change the SERVER line to:

SERVER hostname host-id 3883
Modifying LSF Products and Licensing

LSF Suite 3.1 includes the following products: LSF Base, LSF Batch, LSF JobScheduler,
LSF MultiCluster, and LSF Analyzer.

The configuration changes to enable a particular product in a cluster are handled
during installation by | sf set up. If at some later time you want to modify the
products in your cluster, edit the PRODUCTS line in the Par anet er s section of the

| sf.cluster. cl uster file. You can specify one or more of the strings LSF_Base,
LSF Bat ch, LSF_JobSchedul er,LSF Anal yzer, and LSF_Mil ti Cl uster to
enable the operation of LSF Base, LSF Batch, LSF JobScheduler, LSF Analyzer, and LSF
MultiCluster, respectively. If any of LSF_Bat ch, LSF_JobSchedul er, or

LSF_Mul ti C ust er are specified, then LSF_Base is automatically enabled as well.

Ifthel sf. cl uster. cl uster fileisshared, adding a product name to the PRODUCTS
line enables that product for all hosts in the cluster. For example, to enable the
operation of LSF Base, LSF Batch, and LSF MultiCluster:

Begi n Paraneters

PRODUCTS=LSF Base LSF_Bat ch LSF_Mul ti Cl ust er

End Paraneters

To enable the operation of LSF Base only:

Begi n Paraneters

PRODUCTS=LSF_Base

End Paraneters

To enable the operation of LSF JobScheduler:
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Begi n Paraneters
PRODUCTS=LSF_JobSchedul er LSF_Base
End Paraneters

Selected Hosts

It is possible to indicate that only certain hosts run LSF Batch or LSF JobScheduler
within a cluster. This is done by specifying LSF_Bat ch or LSF_JobSchedul er inthe
RESCURCES field on the HOSTS section of the | sf . cl ust er. ¢/ ust er file. For
example, the following enables hosts host A, host B, and host Cto run LSF
JobScheduler and hosts host D, host E, and host Fto run LSF Batch.

Begi n Paraneters
PRODUCTS=LSF_Bat ch LSF_Base
End Paraneters

Begi n Host

HOSTNAMVE nodel type server RESOURCES

host A SUN41 SPARCSLC 1 (sparc bsd LSF_JobSchedul er)
host B HPPA9 HP735 1 (l'i nux LSF_JobSchedul er)
host C SE@ SA I ND G 1 (irix cs LSF_JobSchedul er)
host D SUNSCL SunSparc 1 (solaris)

host E HP_UX A900 1 (hpux cs bi gmem

host F ALPHA DEC5000 1 (al pha)

End Hosts

The license file used to serve the cluster must have the corresponding features. A host
will show as unlicensed if the license for the component it was configured to run is
unavailable. For example, if a cluster is configured to run LSF_Batch on all hosts, and
the license file does not contain the LSF_JobScheduler feature, then the hosts will be
unlicensed, even if there are licenses for LSF Base.
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3. Managing LSF Batch

This chapter describes the operating concepts and maintenance tasks of the batch
queuing system, LSF Batch. This chapter requires you to understand concepts from
‘Managing LSF Base’ on page 45. The topics covered in this chapter are:

= managing LSF Batch logs

= duplicate event logging

= controlling LSF Batch servers

= controlling LSF Batch queues

= managing LSF Batch configuration

= validating job submissions

= controlling LSF Batch jobs

= forcing job execution

< managing an LSF Cluster using x| sadm n

Managing LSF Batch Logs

Managing error log files for LSF Batch daemons was described in ‘Managing Error Logs’
on page 45. This section discusses the other important log files LSF Batch daemons
produce. The LSF Batch log files are found in the directory LSB_SHAREDI R/
cluster/logdir.
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LSF Batch Accounting Log

Each time a batch job completes or exits, an entry is appended to the | sh. acct file.
This file can be used to create accounting summaries of LSF Batch system use. The
bacct (1) command produces one form of summary. The | sbh. acct file is a text file
suitable for processing with awk, per | , or similar tools. See thel sb. acct (5) manual
page for details of the contents of this file. Additionally, the LSF Batch API supports
calls to process the | sh. acct records. See the LSF Programmer’s Guide for details of
LSF Batch API.

You should move the | sb. acct file to a backup location, and then run your
accounting on the backup copy. The daemon automatically creates a new | sh. acct
file to replace the moved file. This prevents problems that might occur if the daemon
writes new log entries while the accounting programs are running. When the
accounting is complete, you can remove or archive the backup copy.

LSF Batch Event Log

The LSF Batch daemons keep an event log in the | sh. event s file. The mbat chd
daemon uses this information to recover from server failures, host reboots, and LSF
Batch reconfiguration. The | sb. event s file is also used by the bhi st command to
display detailed information about the execution history of batch jobs, and by the
badni n command to display the operational history of hosts, queues, and LSF Batch
daemons.

For performance reasons, the mbat chd automatically backs up and rewrites the

| sb. event s file after every 1000 batch job completions (this is the default; the value
is controlled by the MAX_JOB_NUMparameter in the | sb. par ans file). The old

| sh. event s fileis moved to | sb. events. 1, and each old | sh. event s. nfileis
movedtol sb. event s. n+1. The nbat chd never deletes these files. If disk storage is
a concern, the LSF administrator should arrange to archive or remove old

| sb. event s. nfiles occasionally.

CAUTION!

Do not remove or modify thel sh. event s file. Removing or modifying the
| sb. event s file could cause batch jobs to be lost.
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Duplicate Event Logging

By default, LSF Batch stores all state information needed to recover from server
failures, host reboots, or reconfiguration in a file in the LSB_SHAREDI R directory.
Typically, the LSB_SHAREDI R directory resides on a reliable file server that also
contains other critical applications necessary for running user’s jobs. This is performed
because, if the central file server is unavailable, user’s applications cannot run, and the
failure of LSF Batch to continue processing user’s jobs is a secondary issue.

For sites not wishing to rely solely on a central file server for recovery information, LSF
can be configured to maintain a replica of the recovery file. The replica is stored on the
file server, and used if the primary copy is unavailable—referred to as duplicate event
logging. When LSF is configured this way, the primary event log is stored on the first
master host, and re-sychronized with the replicated copy when the host recovers.

Configuring Duplicate Event Logging

To enable the replication feature, define LSB_LOCALDI Rin the | sf. conf file.
LSB_LOCALDI Rshould be a local directory and it should exist only on the first master
host (that is, the first host configured in the | sf. cl ust er. ¢/ ust er file).

LSB_LOCALDI Ris used to store the primary copy of the batch state information. The
contents of LSB_LOCALDI Rare copied to a replica in LSB_SHAREDI R which resides

on acentral file server. As before, LSB_SHAREDI Ris assumed to be accessible from all
hosts which can potentially become the master.

How Duplicate Event Logging Works
With the replication feature enabled the following scenarios can occur:

Failure of File Server

If the file server containing LSB_SHAREDI R goes down, LSF will continue to process
jobs. Client commands such as bhi st (1) and bacct (1) which directly read
LSB_SHAREDI Rwill not work. When the file server recovers, the replica in
LSB_SHAREDI Rwill be updated.

LSF Bafch Administrator’s Guide 81



3 Managing LSF Batch

Failure of First Master Host

If the first master host fails, then the primary copy of the recovery file in the

LSB _LOCALDI Rdirectory becomes unavailable. A new master host will be selected
which will use the recovery file replica in LSB_SHAREDI Rto restore its state and to log
future events. Note that there is no replication by the second master.

Recovery of First Master Host

When the first master host becomes available again, it will update the primary copy in
LSB_LOCALDI Rfrom the replica in LSB_SHAREDI Rand continue operations as
before.

The replication feature improves the reliability of LSF Batch operations provided that
the following assumptions hold:

= Failure of the LSF master host only occurs from the first master to the second
master. The replication feature is not active if the second master also fails and a
third master takes over.

= The master host containing LSB_LOCALDI R and the file server containing
LSB_SHAREDI Rdo not fail simultaneously. In this situation, LSF Batch will be
unavailable.

< Network partitioning causing a cluster to split into two independent clusters each
simultaneously running a nbat chd does not occur. This may happen given
certain network topologies and failure modes. For example, connectivity is lost
between the first master, M1, and both the file server and the secondary master,
M2. Both M1 and M2 will run the nbat chd service with M1 logging events to
LSB_LOCALDI Rand M2 logging to LSB_SHAREDI R. When connectivity is
restored, the changes made by M2 to LSB_SHAREDI Rwill be lost when M1
updates LSB_SHAREDI R from its copy in LSB_LOCALDI R

Controlling LSF Batch Servers

Thel sadm n command is used to control LSF Base daemons, LIM, and RES. LSF Batch
has the badnmi n command to perform similar operations on LSF Batch daemons.
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LSF Batch System Status

To check the status of LSF Batch server hosts and queues, use the bhost s and
bgueues commands:

%bhost s

HOST_NAME STATUS JUU MX N@BS RN SSBP WBEsP RV
host A ok 2 1 0 0 0 0 0
host B cl osed 2 2 2 2 0 0 0
host D ok - 8 1 1 0 0 0
% bqueues

QEBELE NAME PRO STATUS MX JUUJUPJIUHNGS PEND RN SUBP

ni ght 30 Qpen: I nactive - - - - 4 4 0 0
short 10 Qpen: Active 50 5 - - 1 0 1 0
si nul ation 10 Qpen: Active - 2 - - 0 0 0 0
def aul t 1 Qpen: Active - - - - 6 4 2 0

If the status of a batch server is ‘closed’, then it will not accept more jobs. The LSF
administrator can force a job to run using the br un( 1) command. See ‘Forcing Job
Execution — brun -f’ on page 98 for details.

Use the bhost s -1 command to see more information about the status of closed
servers. One of the following conditions will be indicated:

e closed _Lock
The host is locked by the LSF administrator or root. All batch jobs on the host are
suspended by the | sbat ch system.

e closed Adm
The host is closed by the LSF administrator or root. No job can be dispatched to it
but jobs that are executing on it will not be affected.

e closed Wind
The host is closed by its dispatch windows, which are defined in the configuration
filel sb. host s.

e closed Full
The configured maximum number of batch jobs on the host has been reached.
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« closed_Busy
The host is busy because some load indices go beyond the configured thresholds.
The overloaded thresholds are identified by an asterisk (*).

e closed LIM
The LIM on the host is unreachable, but the sbat chd is ok.

An inactive queue will accept new job submissions, but will not dispatch any new jobs.
A queue can become inactive if the LSF cluster administrator explicitly inactivates it
via badm n command, or if the queue has a dispatch or run window defined and the
current time is outside the time window.

nbat chd automatically logs the history of the LSF Batch daemons in the LSF Batch
event log. You can display the administrative history of the batch system using the
badm n command.

The badm n hhi st command displays the times when LSF Batch server hosts are
opened and closed by the LSF administrator.

The badm n ghi st command displays the times when queues are opened, closed,
activated, and inactivated.

The badm n nbdhi st command displays the history of the mbat chd daemon,
including the times when the master starts, exits, reconfigures, or changes to a different
host.

Thebadm n hi st command displays all LSF Batch history information, including all
the events listed above.

Remote Start-up of sbat chd

You can use badni n hst art up command to start sbat chd on some or all remote
hosts from one host:

% badnmi n hstartup all

Start up slave batch daenon on <hostA> ...... done
Start up slave batch daenon on <hostB> ...... done
Start up slave batch daenon on <hostD> ...... done
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Note that you do not have to be root to use the badni n command to start LSF Batch
daemons.

For remote startup to work, file/ et ¢/ | sf. sudoer s has to be set up properly and
you have to be able to runr sh across all LSF hosts without having to enter a password.
See ‘The Isf.sudoers File’ on page 189 for configuration details of | sf . sudoers.

Restarting sbat chd

nbat chd is restarted by the badmi n r econfi g command. sbat chd can be restarted
using the badmi n hr est art command:

% badnmin hrestart hostD
Restart sl ave batch daenpn on <hostD> ...... done

You can specify more than one host name to restart sbat chd on multiple hosts, or use
al | to refer to all LSF Batch server hosts. Restarting sbat chd on a host does not affect
batch jobs that are running on that host.

Shutting Down LSF Batch Daemons

The badni n hshut down command shuts down the sbat chd.

% badnmi n hshut down host D
Shut down sl ave batch daenpn on <hostD> .... done

If sbat chd is shutdown, that particular host will not be available for running new
jobs. Existing jobs running on that host will continue to completion, but the results will
not be sent to the user until sbat chd is later restarted.

To shut down nbat chd you must first use the badm n hshut down command to shut
down the sbat chd on the master host, and then run the badm n reconfi g
command. The nbat chd is normally restarted by sbat chd; if there is no sbat chd
running on the master host, badm n r econfi g causes nbat chd to exit.

If nbat chd is shut down, all LSF Batch services will be temporarily unavailable.
However, all existing jobs will not be affected. When nbat chd is later restarted,
previous status will be restored from the event log file and job scheduling will
continue.
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Opening and Closing of Batch Server Hosts

Occasionally, you might want to drain a batch server host for the purposes of
rebooting, maintenance, or host removal. This can be achieved by running the badni n
hcl ose command:

% badni n hcl ose hostB
Cl ose <hostB> ...... done

When a host is open, LSF Batch can dispatch jobs to that host. When a host is closed,
no new batch jobs are dispatched, but jobs already dispatched to the host continue to
execute. To reopen a batch server host, run badni n hopen command:

% badnmi n hopen hostB
Open <hostB> ...... done

To view the history of a batch server host, run badnm n hhi st command:

% badmi n hhi st hostB
Wed Nov 20 14:41:58: Host <hostB> closed by adninistrator <l|sf>,
Wed Nov 20 15:23:39: Host <host B> opened by adninistrator <l|sf>.

Controlling LSF Batch Queues

Each batch queue can be open or closed, active or inactive. Users can submit jobs to
open queues, but not to closed queues. Active queues start jobs on available server
hosts, and inactive queues hold all jobs. The LSF administrator can change the state of
any queue. Queues can also become active or inactive because of queue run or dispatch
windows.

bqueues — Queue Status

The current status of a particular queue or all queues is displayed by the bqueues( 1)
command. The bqueues -1 option also gives current statistics about the jobs in a
particular queue such as the total number of jobs in this queue, the number of jobs
running, suspended, and so on.
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% bqueues nor nal
QUELE_ NAME PRO STATUS MX JUUJUPJIU/HNGS PEND RN S8
nor nal 30 Qpen: Active - - - 2 6 4 2 0

Opening and Closing Queues

When a batch queue is open, users can submit jobs to the queue. When a queue is
closed, users cannot submit jobs to the queue. If a user tries to submit a job to a closed
queue, an error message is printed and the job is rejected. If a queue is closed but still
active, previously submitted jobs continue to be processed. This allows the LSF
administrator to drain a queue.

%badm n gcl ose nor nal

Qieue <nornal > i s cl osed

% bqueues nor nal

QEE NAME PRO STATUS MX JUUJUPJIUHNGS PEND RN 98P
nor nal 30 dosed: Active - - - 2 6 4 2 0
%bsub -q nornal host nane

nornal : Queue has been cl osed

% badm n gopen nor nal

Queue <nornal > i s opened

Activating and Inactivating Queues

When a queue is active, jobs in the queue are started if appropriate hosts are available.
When a queue is inactive, jobs in the queue are not started. Queues can be activated
and inactivated by the LSF administrator using the badnm n gact and

badmi n qi nact commands, or by configured queue run or dispatch windows.

If a queue is open and inactive, users can submit jobs to the queue but no new jobs are
dispatched to hosts. Currently running jobs continue to execute. This allows the LSF
administrator to let running jobs complete before removing queues or making other
major changes.

%badm n gi nact nor nal

Queue <nornal > i s inactivated

% bqueues nor nal

QEE NAME PRO STATUS MX JUUJUPJIUHNGS PEND RN SBP
nor nal 30 en:lInctive - - - - 0 0 0 0
%badm n gact nornal

Queue <nornal > is activated
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Managing LSF Batch Configuration

The LSF Batch cluster is a subset of the LSF Base cluster. All servers used by LSF Batch
must belong to the base cluster; however, not all servers in the base cluster must
provide LSF Batch services.

LSF Batch configuration consists of four files:| sb. par ans,| sb. host s,| sb. users,
and | sb. queues. These files are stored in LSB_CONFDI R/ ¢/ ust er/ confi gdi r,
where ¢/ ust er is the name of your cluster.

All these files are optional. If any of these files do not exist, LSF Batch will assume a
default configuration.

The | sb. par ans file defines general parameters about LSF Batch system operation,
such as the name of the default queue when the user does not specify one, scheduling
intervals for nhat chd and sbat chd, and so on. Detailed parameters are described in
‘The Isb.params File’ on page 193.

Thel sb. host s file defines LSF Batch server hosts together with their attributes. Not
all LSF hosts defined by LIM configuration have to be configured to run batch jobs.
Batch server host attributes include scheduling load thresholds, dispatch windows,
and job slot limits. This file is also used to define host groups and host partitions. See
‘The Isb.hosts File’ on page 202 for details of this file.

Thel sb. user s file contains user-related parameters such as user groups, user job slot
limits, and account mapping. See ‘The Isb.users File’ on page 198 for details.

The |l sb. queues file defines job queues. Numerous controls are available at the
queue level to allow cluster administrators to customize site resource allocation
policies. See ‘The Ish.queues File’ on page 208 for more details.

When you first install LSF on your cluster, some example queues are already
configured for you. You should customize these queues or define new queues to meet
your site needs.

Note
After changing any of the LSF Batch configuration files, you need to run badmi n
reconfi gtotell mhbat chd to pick up the new configuration. You must also run this
every time you change LIM configuration.
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Adding a Batch Server Host

You can add a batch server host to LSF Batch configuration following the steps below:

Step 1 If you are adding a host that has not been added to the LSF Base cluster yet,
perform steps described in ‘Adding a Host to a Cluster’ on page 56.

Step 2 Modify LSB_CONFDI R/ ¢/ ust er/ confi gdi r/ | sb. host s file to add the
new host together with its attributes. If you want to limit the added host for
use only by some queues, you should also update | sb. queues file. Since host
types and host models as well as the virtual name ‘def aul t ’ can be used to
refer to all hosts of that type, model, or every other LSF host not covered by the
definitions, you might not need to change any of the files if the host is already
covered.

Step 3 Runbadm n reconfi g to tell nhat chd to pick up the new configuration.

Step 4 Start sbat chd on the added host by running badm n hst art up or simply
start it manually.

Removing a Batch Server Host

To remove a host as a batch server host, follow the steps below;

Step 1 If you need to permanently remove a host from your cluster, you should use
badni n hcl ose to prevent new batch jobs from starting on the host, and wait
for any running jobs on that host to finish. If you want to shut the host down
before all jobs complete, use bki | I to kill the running jobs.

Step2 Modi fylsh. hosts andl sbh. queues in LSB_CONFDI R/c/ ust er/
confi gdi r directory and remove the host from any of the sections.

Step 3 Run badm n hshut down to shutdown sbat chd on that host.
CAUTION!
You should never remove the master host from LSF Batch. Change LIM

configuration to assign a different default master host if you want to remove
your current default master from the LSF Batch server pool.
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Adding a Batch Queue

Adding a batch queue does not affect pending or running LSF Batch jobs. To add a
batch queue to a cluster:

Step 1

Step 2

Step 3

Step 4

Log in as the LSF administrator on any host in the cluster.

Editthe LSB_CONFDI R/ cl ust er/ configdir/ | sb. queues file to add the
new queue definition. You can copy another queue definition from this file as
a starting point; remember to change the QUEUE_NAME of the copied queue.
Save the changes to | sb. queues. See ‘The Ish.queues File’ on page 208 for a
complete description of LSF Batch queue configuration.

Run the command badni n ckconfi g to check the new queue definition. If
any errors are reported, fix the problem and check the configuration again. See
‘Overview of LSF Configuration Files’ on page 50 for an example of normal output
from badm n ckconfi g.

When the configuration files are ready, run badm n r econfi g. The master
batch daemon (nbat chd) is unavailable for approximately one minute while
it reconfigures. Pending and running jobs are not affected.

Removing a Batch Queue

Before removing a queue, you should make sure there are no jobs in that queue. If you
remove a queue that has jobs in it, the jobs are temporarily moved to a/ ost and

f ound queue. Jobs in the lost and found queue remain pending until the user or the
LSF administrator uses the bswi t ch command to switch the jobs into regular queues.
Jobs in other queues are not affected.

In this example, move all pending and running jobs in the ni ght queue to the j d/ e
queue, and then delete the ni ght queue.

Step 1

Step 2

Log in as the LSF administrator on any host in the cluster.

Close the queue to prevent any new jobs from being submitted:

% badm n qcl ose ni ght
Queue <night> is closed
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Step 3 Move all pending and running jobs into another queue. The bswi t ch - g
ni ght argument chooses jobs from the ni ght queue, and the job ID number
0 specifies that all jobs should be switched:

%bjobs -u all -q night

JAB D USSR STAT QBEE FRIMHET BECHXBT JB NMAME  SIBMT_TIME
5308 user5 RN night host A host D sleep 500 MNov 21 18:16
5310 user5 PEND night host A sleep 500 MNov 21 18:17

%bswitch -q night ideO
Job <5308> is switched to queue <id e>
Job <5310> is switched to queue <id e>

Step 4 Editthe LSB_CONFDI R/c! ust er /confi gdi r/| sb. queues file. Remove
(or comment out) the definition for the queue being removed. Save the
changes.

Step 5 Runthecommandbadni n reconfi g.Ifany problemsare reported, fix them
and runbadmi n reconfi g again. The batch system is unavailable for about
one minute while the system rereads the configuration.

Validating Job Submissions

A user’s job can be rejected at submission time if the submission parameters cannot be
validated. Sites can implement their own policy to determine valid values or
combinations of submission parameters. The validation checking is performed by an
external submission program (esub) located in LSF_SERVERDI R (see ‘External
Submission and Execution Executables’ on page 42).

The esub is invoked at job submission and modification time. It is also invoked when
a checkpointed job is restarted. In each of these cases the user is allowed to specify
parameters that affect the scheduling or execution of the job. To validate these
parameters, the esub is invoked with two environment variables set:

e LSB SUB PARM FI LE is the full pathname of a file containing the submission,
modification, or restart parameters specified by the user. The file consists of a set
of name-value pairs of the form "opt i on_nane=val ue" with the option names
listed in the following table. The esub can read this file.
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e LSB SUB ABORT_VALUEIsthe exitcode used by the esub whenever an operation
is aborted as a result of the parameters encountered by the esub when the
LSB_SUB_PARM FI LE file is read.

The LSB_SUB_PARM FI LE Option Names are shown below:

LSB_SUB_JOB_NAME
the specified job name

LSB_SUB_QUEUE
value is the specified queue name

LSB SUB I N_FI LE
the specified standard input file name

LSB_SUB_QUT_FI LE
the specified standard output file name

LSB_SUB_ERR FI LE
the specified standard error file name

LSB_SUB_EXCLUSI VE
"Y" specifies exclusive execution

LSB_SUB NOTI FY_END
ends

LSB_SUB_NOTI FY_BEG N
"Y" specifies email notification when job begins

LSB_SUB_USER_GROUP
the specified user group name

LSB_SUB_CHKPNT_PERI OD
the specified checkpoint period

LSB_SUB_CHKPNT_DI R
the specified checkpoint directory

92



LSB_SUB_RESTART_FORCE
"Y" specifies forced restart job

LSB_SUB_RESTART
"Y" specifies a restart job.

LSB_SUB_RERUNNABLE
"Y" specifies a rerunnable job.

LSB_SUB_W NDOW SI G
the specified window signal number

LSB_SUB_HOST_SPEC
the specified hostspec

LSB_SUB_DEPEND_COND
the specified dependency condition

LSB_SUB_RES REQ
the specified resource requirement string

LSB_SUB_PRE_EXEC
the specified pre-execution command

LSB_SUB_LOG N_SHELL
the specified login shell

LSB_SUB_MAI L_USER
the specified user for sending email

LSB_SUB_MODI FY
"Y" specifies a modification request

LSB_SUB_MODI FY_ONCE
"Y" specifies a modification-once request

LSB_SUB_PRQJECT_NAME
the specified project name
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LSB_SUB_I NTERACTI VE

"Y" specifies an interactive job

LSB_SUB_PTY

"Y" specifies an interactive job with PTY support

LSB_SUB_PTY_SHELL

"Y" specifies an interactive job with PTY shell support

LSB_SUB_TI ME_EVENT

the time event expression

LSB_SUB_HOSTS

the list of execution host names

LSB_SUB_NUM PROCESSORS

the minimum number of processors requested

LSB_SUB_MAX_NUM PROCESSORS

the maximum number of processors requested

LSB_SUB_BEG N_TI ME

the begin time, in seconds since 00:00:00 GMT, Jan. 1, 1970

LSB_SUB_TERM TI ME

the termination time, in seconds since 00:00:00 GMT, Jan. 1, 1970

LSB_SUB_OTHER FI LES

always "SUB_RESET" if defined to indicate a bnod is being performed to reset
the number of files to be transferred

LSB_SUB_OTHER FI LES_nn
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nn is an index number indicating the particular file transfer

value is the specified file transfer expression; for example, for ‘bsub -f "a >
b"-f "c < d", the following would be defined:

LSB_SUB_OTHER FI LES 0="a > b"

LSB_SUB_OTHER FI LES 1="c < d"



LSB_SUB_EXCEPTI ON
the specified exception condition

LSB_SUB_RLIM T_CPU
the specified cpu limit

LSB_SUB RLIM T_FSI ZE
the specified file limit

LSB_SUB_RLI M T_DATA
the specified data size limit

LSB_SUB_RLI M T_STACK
the specified stack size limit

LSB SUB_RLIM T_CORE
the specified core file size limit

LSB SUB_RLI M T_RSS
the specified resident size limit

LSB SUB_RLIM T_RUN
the specified wall clock run limit

Any messages that need to be provided to the user should be directed to the standard
error stream and not the standard output stream.

One use of this feature is to support project-based accounting. The user can request
that the resources used by a job be charged to a particular project. Projects are defined
outside of the LSF configuration files, so LSF will accept any arbitrary string for a
project name. In order to ensure that only valid projects are entered and the user is
eligible to charge to that project, an esub can be written.

The following is an example of an external submission program written in UNIX bare
shell to do this.
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#/bi n/ sh
. $L.SB SUB PARVIFI LE

# Redirect stderr to stdout so echo can be used for error nessages
exec 1>82

# Check valid projects

if [ $LSB PROECT -ne "proj 1" -0 $LSB PROJECT -ne "proj 2" ] then
echo "Invalid project nane specified"
exit $LSB SUB ABCRT VALLE

fi

USER=" whoani
if [ $LSB PROECT -eq "proj 1" ]; then
# nly userl and user2 can charge to proj 1
if [JUSER -ne "user1l" -a $USER -ne "user2" ]; then
echo "You are not allowed to charge to this project”
exit $LSB SUB ABCRT_VALUE
fi
fi

Controlling LSF Batch Jobs

The LSF administrator can control batch jobs belonging to any user. Other users can
control only their own jobs. Jobs can be suspended, resumed, killed, and moved within
and between queues.

Moving Jobs — bswi t ch, bt op, and bbot

The bswi t ch command moves pending and running jobs from queue to queue. The
bt op and bbot commands change the dispatching order of pending jobs within a
queue. The LSF administrator can move any job. Other users can move only their own
jobs.

The bt op and bbot commands do not allow users to move their own jobs ahead of

those submitted by other users. Only the execution order of the user’s own jobs is
changed. The LSF administrator can move one user’s job ahead of another user’s. The
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bt op, bbot , and bswi t ch commands are described in the LSF Batch User’s Guide and
in the bt op( 1) and bswi t ch( 1) manual pages.

Signalling Jobs — bst op, br esune, and bki | |

The bst op, bresunme, and bki | | commands send signals to batch jobs. See the
ki Il (1) manual page for a discussion of the signals on UNIX.

bst op sends SI GSTOP to sequential jobs and SI GTSTP to parallel jobs.
br esune sends a SI GCONT.

bki I | sends the specified signal to the process group of the specified jobs. If the - s
option is not present, the default operation of bki I | istosenda SI GKI LL signal to the
specified jobs to kill these jobs. Twenty seconds before SI GKI LL is sent, SI GTERMand
SI G NT are sent to give the job a chance to catch the signals and clean up.

On Windows NT, job control messages replace the SI G NT and SI GTERMsignals, but
only customized applications will be able to process them. Termination is
implemented by the Ter ni nat eProcess( ) system call.

Users are only allowed to send signals to their own jobs. The LSF administrator can
send signals to any job. See the LSF Batch User’s Guide and the manual pages for more
information about these commands.

This example shows the use of the bst op and bki | | commands:

%bst op 5310
Job <5310> i s bei ng st opped

%bj obs 5310
JAB D UER STAT QBAE FROMHST BXEC HCBT JGB NAME  SIBMT_TIME
5310 user5 PSSP ni ght host A sleep 500 Nov 21 18:17

%bki |l 5310
Job <5310> i s being terninated
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%bj obs 5310
JAB D USER STAT QBEE FROMHST BECHBT JAB NAME  SIBMT_TIME
5310 user5 EXT night host A sleep 500 Nov 21 18: 17

Forcing Job Execution — brun -f

A pending batch job can be forced to run by using the br un command. This operation
can only be performed by an LSF administrator. To force a job to run, you must specify
the host on which that job will run. For parallel jobs, a list of hosts can be specified. The
number of host names in the list must be at least equal to the minimum number of
processors requested by the job. For example, the following command will force the
sequential job 104 to run on host A:

% brun -m host A 104

The following command will force the parallel job 105 to run on host A, host B, host C,
and host D.

% brun -m "host A host B host C host D' 105

If the job had requested more than 4 processors at a minimum, the request would have
been rejected. If the number of hosts specified for a parallel job is greater than the
maximum number of processors the job requested, the extra hosts are ignored.

When a job is forced to run, any other constraints associated with the job (such as
resource requirements or dependency conditions) are ignored. Moreover, any
scheduling policy (such as fairshare or job limit) specified in the batch configuration is
also ignored. In this situation you might see some job slot limits, such as the maximum
number of jobs that can run on a host, being violated. See ‘Job Slot Limits’ on page 26 for
details on job slot limits. However, after a job is forced to run, it can still be suspended
due to the underlying queue’s run window and threshold conditions and the job’s
execution hosts’ threshold conditions. To override these so that a job can be run until
completion, ignoring these load conditions, use the - f option. An example of a job
forced to run until completion is shown below:

%brun -f -mhostA 124
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Managing an LSF Cluster Using x| sadm n

Cluster Administrator (xI sadni n) is a graphical tool designed to assist you in the
management of your LSF cluster. This tool allows you to perform the management
tasks described in Chapter 2, ‘Managing LSF Base’, on page 45 and preceding portion of
Chapter 3, ‘Managing LSF Batch’, on page 79.

x| sadmi n consists of the following operating modes: management and configuration.
Management mode provides the tools to:

= View base host, batch host and queue status. These tasks would otherwise be done
using the | shost s, | sl oad, bhost s, and bqueues commands.

= Perform control tasks (i.e., start, stop, open, close, ...) on base hosts (LIM and RES),
batch hosts and queues (sbatchd). These tasks would otherwise be done using the
| sadni n and badni n commands.

Configuration mode provides the tools to:

= Add, delete, and modify the configuration of base hosts, batch host, batch queues,
global objects, shared objects, and resources. These tasks would otherwise be done
by manually editing LSF configuration files.

= Verify configuration changes and reconfigure the LSF Batch system. These tasks

would otherwise be done using thel sadni n reconfi gandbadnin reconfig
commands.
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x| sadm n Management Mode

Figure 2 shows the x| sadni n Manage Base tab which displays all cluster hosts defined
by LIM configuration. Figure 3 shows the x| sadni n Manage Batch tab which displays
all the configured batch hosts and queues.

System messages and LSF command responses are displayed:

UNIX In the message area at the bottom of the xIsadmin window.

NT In the message dialog activated by choosing View | Show Message Box...

Figure 2. x| sadm n Manage Base Tab
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Figure 3. x| sadm n Manage Batch Tab
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On the Manage Base and Manage Batch tabs, double-click any item to display status

dialogs.

Right-click any item to perform the following control tasks:

= Base host: start, restart, lock, unlock and shutdown LIM, and start, restart, and

shutdown RES.

= Batch host: start, restart, and shutdown sbatchd, and open and close host.

= Queue: activate, deactivate, open, and close.
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x| sadm n Configuration Mode

Figure 4 shows the x| sadm n Configure Base tab. This tab displays the base hosts
defined by LIM configuration and provides tools to add, modify, and delete base hosts
and global objects (host types, host models, and resources).

Figure 4. x| sadm n Configure Base Tab
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Figure 5. x| sadm n Configure Batch Tab
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Figure 5 shows the x| sadm n Configure Batch tab. This tab displays the configured
batch hosts and queues and provides the tools to add, modify, and delete batch hosts,
queues, host groups, user groups, host partitions, and batch parameters.
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3 Managing LSF Batch

To add, modify and delete base hosts, batch hosts and queues use the right-click menu
and choose the appropriate command. Figure 6 shows the Cluster Host dialog used to
edit and add base hosts, and Figure 7 shows the Batch Queue dialog used to edit and
add queues.

Figure 6. Cluster Host Dialog
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To add, modify and delete host types, host models, resources (configured in

| sf. shar ed), host groups, host partitions (configured in | sb. host s), user groups
(configured in| sh. user s), and batch parameters (configured in | sb. par ans)
choose the appropriate tool button. For example, Figure 7 shows the Resources dialog
used to edit, add, and delete resources.
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Figure 7. Batch Queue Dialog

After making modifications to the cluster configuration, complete the following steps:

Step 1 Choose File | Check. View the messages displayed in the message area and
correct any errors.

Step 2 Save all modifications by choosing File | Save to Files...

Step 3 Reconfigure the LSF cluster using the modified configuration by choosing
File | Commit.
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4. Tuning LSF Batch

This chapter describes the operating concepts and maintenance tasks of the batch
queuing system, LSF Batch. This chapter requires you to understand concepts from
‘Managing LSF Base’ on page 45. The topics covered in this chapter are:

= tuning LSF Batch

= controlling interference via load conditions

= understanding suspended jobs

= controlling fairshare

= hierarchical fairshare

= understanding how fairshare works

« limits and windows

= controlling job execution

= using licensed software with LSF Batch

= sample LSF Batch configuration files

Tuning LSF Batch

Each batch job has its resource requirements. Batch server hosts that match the
resource requirements are the candidate hosts. When the batch daemon wants to
schedule a job, it first asks the LIM for the load index values of all the candidate hosts.
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The load values for each host are compared to the scheduling conditions. Jobs are only
dispatched to a host if all load values are within the scheduling thresholds.

When a job is running on a host, the batch daemon periodically gets the load
information for that host from the LIM. If the load values cause the suspending
conditions to become true for that particular job, the batch daemon performs the
SUSPEND action to the process group of that job. The batch daemon allows some time
for changes to the system load to register before it considers suspending another job.

When a job is suspended, the batch daemon periodically checks the load on that host.
If the load values cause the scheduling conditions to become true, the daemon
performs the RESUME action to the process group of the suspended batch job.

The SUSPEND and RESUME actions are configurable as described in ‘Configurable Job
Control Actions’ on page 228.

LSF Batch has a wide variety of configuration options. This section describes only a few
of the options to demonstrate the process. For complete details, see ‘LSF Batch
Configuration Reference’ on page 193. The algorithms used to schedule jobs and concepts
involved are described in ‘How LSF Batch Schedules Jobs’ on page 19.

Controlling Interference via Load Conditions

LSF is often used on systems that support both interactive and batch users. On one
hand, users are often concerned that load sharing will overload their workstations and
slow down their interactive tasks. On the other hand, some users want to dedicate
some machines for critical batch jobs so that they have guaranteed resources. Even if
all your workload is batch jobs, you still want to reduce resource contentions and
operating system overhead to maximize the use of your resources.

Numerous parameters in LIM and LSF Batch configurations can be used to control
your resource allocation and to avoid undesirable contention.

Since interferences are often reflected from the load indices, LSF Batch responds to
load changes to avoid or reduce contentions. LSF Batch can take actions on jobs to
reduce interference before or after jobs are started. These actions are triggered by
different load conditions. Most of the conditions can be configured at both the queue
level and at the host level. Conditions defined at the queue level apply to all hosts used
by the queue, while conditions defined at the host level apply to all queues using the
host.
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= Scheduling conditions. These conditions, if met, trigger the start of more jobs. The
scheduling conditions are defined in terms of load thresholds or resource
requirements.

At the queue level, scheduling conditions are configured as either resource
requirements or scheduling load thresholds, as described in ‘The Ish.queues File’ on
page 208. At the host level, the scheduling conditions are defined as scheduling
load thresholds, as described in ‘“The Ish.hosts File’ on page 202.

= Suspending conditions. These conditions affect running jobs. When these
conditions are met, a SUSPEND action is performed to a running job.

At the queue level, suspending conditions are defined as STOP_CONDas described
in ‘“The Ish.queues File’ on page 208, or as suspending load threshold as described in
‘Load Thresholds’ on page 216. At the host level, suspending conditions are defined
as stop load threshold as described in “The Ish.hosts File’ on page 202.

= Resuming conditions. These conditions determine when a suspended job can be
resumed. When these conditions are met, a RESUME action is performed on a
suspended job.

At the queue level, resume conditions are defined as either RESUVME_COND, or the
scheduling load conditions if RESUVE_COND is not defined.

To effectively reduce interference between jobs, correct load indices should be used
properly. Below are examples of a few frequently used parameters.

Paging Rate (pg)

The paging rate (pg) load index relates strongly to the perceived interactive
performance. If a host is paging applications to disk, the user interface feels very slow.

The paging rate is also a reflection of a shortage of physical memory. When an
application is being paged in and out frequently, the system is spending a lot of time
performing overhead, resulting in reduced performance.

The paging rate load index can be used as a threshold to either stop sending more jobs

to the host, or to suspend an already running batch job so that interactive users will not
be interfered.
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This parameter can be used in different configuration files to achieve different
purposes. By defining paging rate threshold in | sf. cl ust er. c/ ust er, the host will
become busy from LIM’s point of view; therefore, no more jobs will be advised by LIM
to run on this host.

By including paging rate in LSF Batch queue or host scheduling conditions, batch jobs
can be prevented from starting on machines with a heavy paging rate, or can be
suspended or even killed if they are interfering with the interactive user on the console.

A batch job suspended due to pg threshold will not be resumed even if the resume
conditions are met unless the machine is interactively idle for more than PG SUSP_| T
seconds, as described in ‘Parameters’ on page 193.

Interactive Idle Time (i t)

Strict control can be achieved using the idle time (i t ) index. This index measures the
number of minutes since any interactive terminal activity. Interactive terminals
include hard wired ttys, r | ogi nand | sl ogi n sessions, and X shell windows such as
xt er m On some hosts, LIM also detects mouse and keyboard activity.

This index is typically used to prevent batch jobs from interfering with interactive
activities. By defining the suspending condition in LSF Batch queue as ‘i t ==0 && pg
>50’, a batch job from this queue will be suspended if the machine is not interactively
idle and paging rate is higher than 50 pages per second. Furthermore, by defining
resuming condition as ‘i t >5 && pg <10’ in the queue, a suspended job from the
queue will not resume unless it has been idle for at least five minutes and the paging
rate is less than ten pages per second.

Thei t indexisonly non-zero if no interactive users are active. Setting the i t threshold
to five minutes allows a reasonable amount of think time for interactive users, while
making the machine available for load sharing, if the users are logged in but absent.

For lower priority batch queues, it is appropriate to set an i t scheduling threshold of
ten minutes and suspending threshold of two minutes in the | sb. queues file. Jobs in
these queues are suspended while the execution host is in use, and resume after the
host has been idle for a longer period. For hosts where all batch jobs, no matter how
important, should be suspended, set a per-host suspending threshold in the

| sb. host s file.
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CPU Run Queue Length (r 15s,r 1mr 15m)

Running more than one CPU-bound process on a machine (or more than one process
per CPU for multiprocessors) can reduce the total throughput because of operating
system overhead, as well as interfering with interactive users. Some tasks such as
compiling can create more than one CPU intensive task.

Batch queues should normally set CPU run queue scheduling thresholds below 1.0, so
that hosts already running compute-bound jobs are left alone. LSF Batch scales the run
queue thresholds for multiprocessor hosts by using the effective run queue lengths, so
multiprocessors automatically run one job per processor in this case. For concept of
effective run queue lengths, see | sfintro(1).

For short to medium-length jobs, the r 1mindex should be used. For longer jobs, you
might want to add an r 15mthreshold. An exception to this are high priority queues,
where turnaround time is more important than total throughput. For high priority
queues, an r Imscheduling threshold of 2.0 is appropriate.

CPU Utilization (ut )

The ut parameter measures the amount of CPU time being used. When all the CPU
time on a host is in use, there is little to gain from sending another job to that host
unless the host is much more powerful than others on the network. The | sl oad
command reports ut in percent, but the configuration parameter in the

| sf.cluster. cluster file and the LSF Batch configuration files is set as a fraction
in the range from 0 to 1. A ut threshold of 0.9 prevents jobs from going to a host where
the CPU does not have spare processing cycles.

If a host has very high pg but low ut , then it may be desirable to suspend some jobs to
reduce the contention.

The commands bhi st and bj obs are useful for tuning batch queues. bhi st shows

the execution history of batch jobs, including the time spent waiting in queues or
suspended because of system load. bj obs - p shows why a job is pending.

Understanding Suspended Jobs

A batch job is suspended when the load level of the execution host causes the
suspending condition to become true. The bj obs -1 p command shows the reason
why the job was suspended together with the scheduling parameters. Use bhost s - |
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to check the load levels on the host, and adjust the suspending conditions of the host
or queue if necessary.

The bhost's -1 gives the most recent load values used for the scheduling of jobs.

% bhosts -1 hostB

HXBT:  host B
STATUS CPUF JUU MAX NJAGBS RUN SSUSP LSUSP RSV D SPATCH WNDO/G
ok 20.00 2 2 0 0 O 0 0 -

CURRENT LQAD USED FCR SCHEDULI NG

ri5s rlm ri15m ut pPg io Is t tnp swp nem
Tot al 0.3 0.8 0.9 61% 3.8 72 26 0 6M  253M 297M
Reserved 0.0 0.0 0.0 0% 0.0 O 0 0O OM OM OM

LOAD THRESHOLD USED FOR SCHEDULI NG

r15s rim r15m ut pg io Is it tnp swp nmem
| oadSched - - - - - - - - - - -
| oadSt op - - - - - - - - - - -

A ‘-7 in the output indicates that the particular threshold is not defined. If no
suspending threshold is configured for a load index, LSF Batch does not check the
value of that load index when deciding whether to suspend jobs. Normally, the swp
andt np indices are not considered for suspending jobs, because suspending a job does
not free up the space being used. However, if swp and t np are specified by the
STOP_COND parameter in your queue, these indices are considered for suspending
jobs.

The load indices most commonly used for suspending conditions are the CPU run
queue lengths, paging rate, and idle time. To give priority to interactive users, set the
suspending threshold oni t load index to a non-zero value. Batch jobs are stopped
(within about 1.5 minutes) when any user is active, and resumed when the host has
been idle for the time given in the i t scheduling condition.

To tune the suspending threshold for paging rate, it is desirable to know the behaviour
of your application. On an otherwise idle machine, check the paging rate using

| sl oad, and then start your application. Watch the paging rate as the application runs.
By subtracting the active paging rate from the idle paging rate, you get a number for
the paging rate of your application. The suspending threshold should allow at least 1.5
times that amount. A job can be scheduled at any paging rate up to the scheduling

112



threshold, so the suspending threshold should be at least the scheduling threshold
plus 1.5 times the application paging rate. This prevents the system from scheduling a
job and then immediately suspending it because of its own paging.

The effective CPU run queue length condition should be configured like the paging
rate. For CPU-intensive sequential jobs, the effective run queue length indices increase
by approximately one for each job. For jobs that use more than one process, you should
make some test runs to determine your job’s effect on the run queue length indices.
Again, the suspending threshold should be equal to at least the scheduling threshold
plus 1.5 times the load for one job.

Suspending thresholds can also be used to enforce inter-queue priorities. For example,
if you configure a low-priority queue with an r 1m(1 minute CPU run queue length)
scheduling threshold of 0.25 and an r 1msuspending threshold of 1.75, this queue starts
one job when the machine is idle. If the job is CPU intensive, it increases the run queue
length from 0.25 to roughly 1.25. A high-priority queue configured with a scheduling
threshold of 1.5 and an unlimited suspending threshold will send a second job to the
same host, increasing the run queue to 2.25. This exceeds the suspending threshold for
the low priority job, so it is stopped. The run queue length stays above 0.25 until the
high priority job exits. After the high priority job exits the run queue index drops back
to the idle level, so the low priority job is resumed.

Controlling Fairshare

By default, LSF Batch schedules user jobs according to the First-Come-First-Serve
(FCFS) principle. If your sites have many users contending for limited resources, the
FCFS policy is not enough. For example, a user could submit 1000 long jobs in one
morning and occupy all the resources for a whole week, while other users’s urgent jobs
wait in queues.

LSF Batch provides fairshare scheduling to give you control on how resources should
be shared by competing users. Fairshare can be configured so that LSF Batch can
schedule jobs according to each user or user group’s configured shares. When fairshare
is configured, each user or user group is assigned a priority based on the following
factors:

= configured share for the user or user group

= current number of job slots in use by the user
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= cumulative CPU time used by the user over the past configurable number of hours
(controlled by the H ST_HOURS parameter in the | sb. par ans file)

e cumulative run time.

If a user or group has used less than their share of the processing resources, their
pending jobs (if any) are scheduled first, jumping ahead of other jobs in the batch
queues. The CPU times used for fairshare scheduling are not normalised for the host
CPU speed factors.

The special user names ot her s and def aul t can also be assigned shares. The name
ot her s refers to all users not explicitly listed in the USER_SHARES parameter. The
name def aul t refers to each user not explicitly named in the USER_SHARES
parameter. Note that def aul t represents a single user name while ot her s represents
a user group name.

Fairshare affects job scheduling only if there are resource contentions among users
such that users with more shares will run more jobs than users with less shares. If there
is only one user having jobs to run, then fairshare has no effect on job scheduling.

Fairshare in LSF Batch can be configured at either queue level or host level. At queue
level, the shares apply to all users who submit jobs to the queue and all hosts that are
configured as hosts for the queue. It is possible that several queues share some hosts as
servers, but each queue can have its own fairshare policy.

Queue level fairshare is defined using the keyword FAI RSHARE.

If you want strict resource allocation control on some hosts for all workload, configure
fairshare at the host level. Host level fairshare is configured as a host partition. Host
partition is a configuration option that allows a group of server hosts to be shared by
users according to configured shares. In a host partition each user or group of users is
assigned a share. The bhpart command displays the current cumulative CPU usage
and scheduling priority for each user or group in a host partition.

Below are some examples of configuring fairshare at both queue level and host level.

Details of the configuration syntax are described in ‘Host Partitions’ on page 206 and
‘Scheduling Policy’ on page 221.
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Note
Do not define fairshare at both the host and the queue level if the queue uses some or
all hosts belonging to the host partition, because this results in policy conflicts. Doing
so will result in undefined scheduling behaviour.

Favouring Critical Users

If you have a queue that is shared by critical users and non-critical users, you can
configure fairshare so that as long as there are jobs from key users waiting for resource,
non-critical users’ jobs will not be dispatched.

First you can define a user group key_user s inl sb. user s file. You can then define
your queue such that FAI RSHARE is defined:

Begi n Queue
QUEUE_NAME = production
FAl RSHARE = USER SHARES[ [ key_users@ 2000] [others, 1]]

End Queue
By this configuration, key_user s each have 2000 shares, while other users together

have only 1 share. This makes it virtually impossible for other users’ jobs to get
dispatched unless no user in the key_user s group has jobs waiting to run.

Note that a user group followed by an ‘@ refers to each user in that group, as you could
otherwise configure by listing every user separately, each having 2000 shares. This also
defines equal shares among the key_user s. If ‘@ is not present, then all users in the
user group share the same share and there will be no fairshare among them.

You can also use host partition to achieve similar results if you want the same fairshare
policy to apply to jobs from all queues.

Sharing Hosts Between Two Groups

Suppose two departments contributed to the purchase of a large system. The
engineering department contributed 70 percent of the cost, and the accounting
department 30 percent. Each department wants to get (roughly) their money’s worth
from the system.
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You would configure two user groups in the | sb. user s file, one listing all the users
in the engineering group, and one listing all the members in the accounting group:

Begi n User Group
Group_Nane G oup_Menber
eng_users (user 6 user4)
acct _users (user 2 userb)
End User Group

You would then configure a host partition for the host, listing the appropriate shares:

Begi n HostPartition

HPART _NAME = bi g_servers

HOSTS = hostH

USER SHARES = [eng _users, 7] [acct_users, 3]
End HostPartition

Note the difference in defining USER_SHARES in a queue and in a host partition.
Alternatively, the shares can be configured for each member of a user group by
appending an ‘@ to the group name;

USER SHARES = [eng_users@ 7] [acct_users@ 3]

If a user is configured to belong to two user groups, the user can specify which group
the job belongs to with the - P option to the bsub command.

Similarly, you can define the same policy at the queue level if you want to enforce this
policy only within a queue.

Round-Robin Scheduling

Round-robin scheduling balances the resource usage between users by running one job
from each user in turn, independent of what order the jobs arrived in. This can be
configured by defining an equal share for everybody. For example:

Begi n HostPartition
HPART_NAME = even_share
HOSTS = al |

USER _SHARES = [defaul t, 1]
End HostPartition
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Hierarchical Fairshare

For both queues and host partitions, the specification of how resources are allocated to
users can be performed in a hierarchical manner. Groups of users can collectively be
allocated a share, and that share can be further divided and given to subgroups,
resulting in a share tree. For a discussion of the terminology associated with
hierarchical fairsharing, see ‘Hierarchical Fairshare’ on page 60 of the LSF Batch User’s
Guide.

Configuring Hierarchical Fairshare
There are two steps in configuring hierarchical fairshare:
= Define a share tree by defining a hierarchical user group infile | sb. users

= Reference the share tree in the USER_SHARES definition of the queue or host
partition.

The following example shows how you can configure a share tree inthe | sb. users
file. User groups must be defined in the share tree before they can be used (in the
GROUP_MEMBER column) to define other groups. The USER _SHARES column describes
how the shares are distributed in a hierachical manner.

Begi n User G oup

GROP_NAME  GROUP_MEMBER USER SHARES

Q oupA (Wserl Wser?2) ([Wserl, 5] [Wer2, 2])

QG oupB (User A WserB) 0

G oupC (WserC WserD WserE WserF) ([default, 1])

Dept X (G oupA Wser3 Wser4 Wser5) ([GoupA 80] [Wser3, 5] [others, 10])
Dept Y (G oupB G oupQ ([GoupB, 50] [GoupC 15])

Conpany (Dept X Dept V) ([DeptX, 50] [DeptY, 30])

End User G oup
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The share distribution tree described by the preceding configuration is shown below.

Figure 8. Example Share Tree

Company
50] 1 ] 30
Dept X Dept Y
1
80 [ [} ] 10 S0 ] 15
GrouphA Userd others Group B Group C
| |

> i 12 [ ] |
User 1 User 2 User A User B default

There are a few special cases in the above tree that should be noted. The keyword

"ot her s"is used to refer to a special group representing all other usersin G oupAthat
are not explicitly listed in the share allocation. For example, DeptX subdivides its
shares among Gr oupA, User 3 and "ot her s".

In the above example, there is no definition of how users in group "ot her s" should
divide the shares. Also note that there is no specification of how users in gr oupB
should subdivide the shares. If share distribution is not defined for a group, all
members of the group collectively own the shares. In this case group members
compete for resources allocated to the group on a First-Come-First-Serve (FCFS) basis.

To implement equal share at the group level, you should define USER_SHARES for the
group as "[def aul t, 1]", as is the case with G- oupCin the above example.

The hierarchical shares defined in | sb. user s file have no effect unless the group
names are referenced in a share provider’s USER_SHARES definition.

To associate the share tree defined by the above in a share provider (queue or host
partition) simply use the group in the USER_SHARES definition.
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The following example shows how a host partition might use the share tree
“conpany” in its definition:

Begi n HostPartition

HPART _NAME = hpart est

HOSTS = al |

USER SHARES = ([ conpany, 1])
End HostPartition

The USER_SHARES parameter in the host partition definition references the top-level
group of the share tree. Each share provider will maintain a copy of the share tree and
adjust the priority of users based on the resource consumption of jobs using the
provider. This might result in, for example, a user having a low priority in one
fairshare queue and a high priority in another queue, even though the static shares
they have been allocated are the same.

If hierarchical fairshare is not required, the USER_SHARES parameter in the

User G oup section of the | sb. user s file can be omitted and the USER_SHARE
parameter in the queue or host partition can directly list the shares. In this case, the
share tree is essentially flat, and the share assigned to any group cannot be further
divided.

Understanding How Fairshare Works

LSF Batch uses an account to maintain information about shares and resource
consumption of every user or user group. Each account keeps the following
information:

= The static share assigned to the user or user group (u_shar e)

« Current number of job slots (both reserved and started) in use by the user or user
group (run_j)

= The cumulative CPU time used by the user or user group in the past H ST_HOURS
hours (cpu_t)

= The cumulative run time of current jobs submitted by the user or user group
(run_t).
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LSF Batch uses a decay factor in calculating the cumulative CPU time cpu_t . This
decay factor scales the CPU time used by jobs so that recently used CPU time is
weighted more heavily than CPU time used in the distant past. The decay factor is set
such that one hour of CPU time used recently is decayed to 0.1 hours after

HI ST_HOURS hours. See ‘The Ish.params File’ on page 193 for the definition of

H ST_HOURS.

A dynamic priority is calculated for each account according to the following formula:

priority = u_share
/(0.01 + cpu_t*CPU T ME_ FACTCR + run_t*RUN Tl ME_ FACTCR + run_j *RIN JB FACTAR

where CPU_TI ME_FACTOR, RUN_TI ME_FACTOR, and RUN_JOB_FACTOR are system-
wide configuration parameters defined in| sb. par ans file. See ‘The Isb.params File’ on
page 193 for a description and default values for these parameters. These parameters
allow for customization of the fairshare formula to ignore or give greater weight to
certain terms. For example, if you want to implement static fairshare so that priority is
determined by shares only, then you can set all factors as 0.

Dynamic priorities are recalculated whenever a variable in the above formula is
changed.

Job Dispatching According to Fairshare

LSF Batch dispatches jobs according to their dynamic priorities. If fairshare is defined
at the queue level, the priorities are local to each queue. Among queues, the queue
priorities decide which queue should be scanned first. If fairshare is defined at host
level through a host partition, then the priorities of users are global across all queues
that use hosts in the host partitions to run jobs. In this case, queue priority has no effect
because the order is determined by users’ current priorities with regard to the host
partition.

Whenever a host becomes available to run a job, LSF Batch tries to dispatch a job of the
user with the highest dynamic priority. As soon as a job is dispatched, the user’sr un_j
gets updated and thus the priority gets lowered according to the above formula. In the
case of hierarchical fairshare, LSF Batch scans the share tree from the top level down to
find out which user’s job to run next. For example, with the share tree shown by Figure
8, LSF Batch first decides which department has the highest dynamic priority, then
further decides which group has the highest priority. After selecting the highest
priority group, a user with the highest priority within the group will be selected. If this
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user has a job to run, the job will be dispatched, else the user with the next highest
priority will be considered, and so on.

Suppose Userl is chosen and the job has been started; the priorities of Userl, GroupA,
and DeptX are immediately updated to reflect the change of variable run_j at all
levels.

In some special cases, a user could belong to two or more groups simultaneously. This
is the case when a user works for several groups at the same time. Thus it is possible to
define a share tree with one user appearing multiple times in the same share tree. In
this case, the user’s priority is determined by the highest priority node the user belongs
to. To override this behaviour, a user can use the "- G' option of the bsub to advise LSF
Batch which user group this user should belong to when dispatching this job.

Limits and Windows

Although LSF Batch makes it easier for users to access all resources of your client, real
life constraints require that certain resources be controlled such that users are not
stepping on one another. LSF Batch provides ways for you as an administrator to
enforce controls in different ways.

Dispatch and Run Windows

The concept of dispatch and run windows for LSF Batch are described in ‘How LSF
Batch Schedules Jobs’ on page 19.

This can be achieved by configuring dispatch windows for the host in thel sb. host s
files, and run windows and dispatch windows for queues in | sb. queues file.

Dispatch windows in | sh. host s file cause batch server hosts to be closed unless the
current time is inside the time windows. When a host is closed by a time window, no
new jobs will be sent to it, but the existing jobs running on it will remain running.
Details about this parameter are described in ‘Host Section’ on page 202.

Dispatch and run windows defined in | sb. queues limit when a queue can dispatch
new jobs and when jobs from a queue are allowed to run. A run window differs from
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a dispatch window in that when a run window is closed, jobs that are already running
will be suspended instead of remain running. Details of these two parameters are
described in “The Ish.queues File’ on page 208.

Controlling Job Slot Limits

By defining different job slot limits to hosts, queues, and users, you can control batch
job processing capacity for your cluster, hosts, and users. For example, by limiting
maximum job slot for each of your hosts, you can make sure that your system operates
at optimal performance. By defining a job slot limit for some users, you can prevent
some users from using up all the job slots in the system at one time. There are a variety
of job slot limits that can be used for very different purposes. See ‘Job Slot Limits’ on
page 26 for more concepts and descriptions of job slot limits. Configuration parameters
for job slot limits are described in ‘LSF Batch Configuration Reference’ on page 193.

Resource Limits

Resource limits control how much resource can be consumed by jobs. By defining such
limits, the cluster administrator can have better control of resource usage. For example,
by defining a high priority short queue, you can allow short jobs to be scheduled earlier
than long jobs. To prevent some users from submitting long jobs to this short queue,
you can set CPU limit for the queue so that no jobs submitted from the queue can run
for longer than that limit.

Details of resource limit configuration are described in ‘Resource Limits’ on page 217.

Reservation Based Scheduling

Most of the Batch policies discussed above support competition based scheduling; that
is, users competing for resources on a dynamic basis. It is sometimes desirable to have
reservation based scheduling so that people can predict the timing of their jobs.

Resource Reservation

The concept of resource reservation is discussed in ‘Resource Reservation’ on page 39.
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The resource reservation feature at the queue level allows the cluster administrator to
specify the amount of resources the system should reserve for jobs in the queue. It also
serves as the upper limits of resource reservation if a user also specifies it when
submitting a job.

The resource reservation requirement can be configured at the queue level as part of
the queue level resource requirements. For example:

Begi n Queue
RES REQ = sel ect[type==any] rusage[ swap=100: mem=40: dur ati on=60]

End Queue

will allow a job to be scheduled on any host that the queue is configured to use and will
reserve 100 megabytes of swap and 40 megabytes of memory for a duration of 60
minutes. See ‘Queue-Level Resource Requirement’ on page 213 for detailed configuration
syntax for this parameter.

Processor Reservation and Backfilling

The concepts of processor reservation and backfilling were described in ‘Processor
Reservation’ on page 39. You might want to configure processor reservation if your
cluster has a lot of sequential jobs that compete for resources with parallel jobs.

Parallel jobs requiring a large number of processors can often not be started if there are
many lower priority sequential jobs in the system. There might not be enough
resources at any one instant to satisfy a large parallel job, but there might be enough to
allow a sequential job to be started. With the processor reservation feature the problem
of starvation of parallel jobs can be reduced.

A host can have multiple ‘slots’ available for the execution of jobs. The number of slots
can be independent of the number of processors and each queue can have its own
notion of the number of execution slots available on each host. The number of
execution slots on each host is controlled by the PJOB LIM Tand HIOB LIM T
parameters defined in Isb.queues file. For details of these parameters defined in
Isb.queues file, see ‘“The Ish.queues File’ on page 208. When attempting to schedule
parallel jobs requiring N processors (as specified viabsub - n), the system will attempt
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to find N execution slots across all eligible hosts. It ensures that each job never receives
more slots than there are physical processors on any individual host.

When a parallel job cannot be dispatched because there are not enough execution slots
to satisfy its minimum processor requirements, the currently available slots will be
reserved for the job. These reserved job slots are accumulated until there are enough
available to start the job. When a slot is reserved for a job it is unavailable to any other
job.

While processors are being reserved by a parallel job, they cannot be used by other
jobs. However, there are situations where the system can determine that the job
reserving the processors cannot start before a certain time. In this case it makes sense
to run another job that is short enough to fit into the time slot during which the
processors are reserved but not used. This notion is termed backfilling. Short jobs are
said to backfill processors reserved for large jobs. Backfilling requires that users specify
how long each job will run so that LSF Batch can estimate when it will start and
complete. Backfilling, together with processor reservation, allows large parallel jobs to
run while not underutilizing resources.

For the backfill policy to work effectively, each job should have a run limit specified
(via - W bsub option). In order to enforce that users should specify this option, the
external submission executable, esub, can be used. See ‘Validating Job Submissions’ on
page 91.

When backfilling is enabled, the system will compute the estimated start time for each
job based on the run limits of the currently started jobs. A given job (jobA) can backfill
the reserved processors of another job (jobB) if there is sufficient time for jobA to
complete, based on its run limit, before the estimated start time of jobB.

As an example, consider the sequence of events depicted in the Figure 9. ‘Example of
Backfilling’ on page 125. In this scenario, assume the cluster consists of a 4-CPU
multiprocessor host. A sequential job (jobl) with a run limit of two hours is submitted
to a high priority queue and gets started at 8:00 am (figure (a)). Shortly afterwards, a
parallel job (job2) requiring all four CPUs is submitted. It cannot start right away
because of jobl, so it reserves the remaining three processors (figure (b)). At 8:30 am,
another parallel job (job3) is submitted requiring only two processors and with a run
limit of one hour. Since job2 cannot start until 10:00am (when job1 finishes), its reserved
processors can be backfilled by job3 (figure (c)). Therefore job3 can complete before
job2’s start time, making use of the idle processors. If job3’s run limit was three hours,
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for example, it would not be able to backfill job2’s reserved slots. Job 3 will finish at
9:30am and jobl at 10:00am, allowing job2 to start shortly after 10:00am.

The estimated start time of a job can be displayed using the bj obs -1 command or by
viewing the detailed information about the job through x| sbat ch.

Figure 9. Example of Backfilling
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(c) At 8:30 am Job3 submitted.  (d) At10:00 am, Job2 staris.
Job3 backfills Job2.
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See ‘Processor Reservation for Parallel Jobs’ on page 211 and ‘Backfill Scheduling’ on page 211
for configuration options for this feature.
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Controlling Job Execution

Understanding Job Execution Environment

When LSF Batch runs your jobs, it tries to make it as transparent to the user as possible.
By default, the execution environment is maintained to be as close to the current
environment as possible. LSF Batch will copy the environment from the submission
host to the execution host. It also sets the umask and the current working directory.

Since a network can be heterogeneous, it is often impossible or undesirable to
reproduce the submission host’s execution environment on the execution host. For
example, if home directory is not shared between submission and execution host, LSF
Batch runs the job in the /tmp on the execution host. If the DI SPLAY environment
variable is something like ‘Uni x: 0. 0’, or “: 0. 0’, then it must be processed before
using on the execution host. These are automatically handled by LSF Batch.

Users can change the default behaviour by using a job starter, or by using the *- L’
option of the bsub command to change the default execution environment. See ‘Queue-
Level Job Starters’ on page 129 for detailed information on using a job starter at the queue
level.

For resource control purpose, LSF Batch also changes some of the execution
environment of jobs. These include nice values, resource limits, or any other
environment by configuring a job starter.

In addition to environment variables inherited from the user, LSF Batch also sets a few
more environment variables for batch jobs. These are:

LSB_JOBI D: Batch job ID assigned by LSF Batch.

= LSB _JOBI NDEX: Index of the job that belongs to a job array.

e LSB CHKPNT_DI R This variable is set each time a checkpointed job is submitted.
The value of the variable is chkpnt di r/ j obl d, a subdirectory of the checkpoint
directory that is specified when the job is submitted. The subdirectory is identified
by the job ID of the submitted job.

= LSB HOSTS: The list of hosts that are used to run the batch job. For sequential jobs,
this is only one host name. For parallel jobs, this includes multiple host names.
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= LSB_QUEUE: The name of the queue the job belongs to.
< LSB_JOBNAME: Name of the job.

e LSB RESTART: Setto ‘Y’ if the job is a restarted job or if the job has been migrated.
Otherwise this variable is not defined.

e LSB EXI T_PRE_ABORT: Set to an integer value representing an exit status. A pre-
execution command should exit with this value if it wants the job to be aborted
instead of requeued or executed.

e LSB EXI T_REQUEUE: Set to the REQUEUE_EXI T_VALUES parameter of the
queue. This variable is not defined if REQUEUE_EXI T_VALUES is not configured
for the queue.

e LSB JOB STARTER: Set to the value of the job starter if a job starter is defined for
the queue.

e LSB | NTERACTI VE: Set to ‘Y’ if the job is submitted with -1 option. Otherwise, it
is undefined.

e LS JOBPI D: Set to the process ID of the job.

e LS SUBCWD: This is the directory on the submission when the job was submitted.
This is different from PWD only if the directory is not shared across machines or
when the execution account is different from the submission account as a result of
account mapping.

= By default, LSF transfers environment variables from the submission to the
execution host. However, some environment variables do not make sense when
transferred. When submitting a job from an NT to a UNIX machine, the - L option
of bsub can be used to reinitialize the environment variables. If submitting a job
from a UNIX machine to an NT machine, you can set the environment variables
explicitly in your job script. Alternatively, the Job Starter feature can be used to
reset the environment variables before starting the job.

LSF automatically resets the PATH on the execution host if the submission host is
of a different type. If the submission host is NT and the execution hostis UNIX, the
PATH variable is setto/ bi n: / usr/ bi n: / sbi n: /usr/ sbhi nand LSF_BI NDI R
(ifdefined in| sf. conf ) isappended to it. If the submission host is UNIX and the
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execution host is NT, the PATH variable is set to the system PATH variable with
LSF_BI NDI Rappended to it. LSF looks for the presence of the W NDI Rvariable in
the job’s environment to determine whether the job was submitted from an NT or
UNIX host. If W NDI Ris present, it is assumed that the submission host was NT;
otherwise, the submission host is assumed to be a UNIX machine.

NT

128

Environment Variable Handling

LSF transfers most environment variables between submission and
execution hosts. The following environment variables are overridden
based on the values on the execution host:

COMPSPEC

COVPUTERNANME

NTRESKI T

OS2L1 BPATH
PROCESSCOR_ARCHI TECTURE
PROCESSCR_LEVEL
SYSTEMDRI VE

SYSTEMROOT

W NDI R

These must be defined as system environment variables on the execution
host.

If the W NDI Ron the submission and execution host are different, then the
system PATHvariable on the execution host is used instead of that from the
submission host.

Avoid using drive names in environment variables (especially the %PATH
variable) for drives that are connected over the network. It is preferable to
use the UNC form of the path. This is because drive maps are shared
between all users logged on to a particular machine. For example, if an
interactive user has drive F: mapped to\ \ ser ver X\ shar e, then any
batch job will also see drive F: mapped to\\ ser ver X\ shar e. However,
drive F: might have been mapped to a different share on the submission
host of the job.
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The Job Starter feature can be used to perform more site-specific handling
of environment variables. See ‘Job Starters’ on page 16 for more details.

NICE Value

Many LSF tools use LSF Remote Execution Server (RES) to run jobs such as | srun,

| smake, | st csh,and | sgr un. You can control the execution priority of jobs started
via RES by modifying your LIM configuration file | sf. cl uster. ¢/ ust er. Thiscan
be done by defining the REXPRI parameter for individual hosts. See ‘Descriptive Fields’
on page 182 for details of this parameter.

LSF Batch jobs can be run with a nice value as defined in your | sb. queues file. Each
gueue can have a different nice value. See ‘NICE = integer’ on page 209 for details of this
parameter.

Pre-execution and Post-execution commands

Your batch jobs can be accompanied with a pre-execution and a post-execution
command. This can be used for many purposes. For example, you can use these
commands to create or delete scratch directories, or check for necessary conditions
before running the real job. Details of these concepts are described in ‘Pre- and Post-
execution Commands’ on page 36.

The pre-execution and post-execution commands can be configured at the queue level
as described in ‘Queue-Level Pre-/Post-Execution Commands’ on page 224.

Queue-Level Job Starters

Some jobs have to be started in a particular environment, or require some type of setup
to be performed before they are executed. In a shell environment, this situation is often
handled by writing such preliminary procedures into a file that itself contains a call to
start the desired job. This is referred to as a wrapper.

If users need to submit batch jobs that require this type of preliminary setup, LSF
provides a job starter function at the queue level. A queue-level job starter allows you
to specify an executable that will perform any necessary setup beforehand. One typical
use of this feature is to customize LSF for use with Atria ClearCase environment (see
‘Support for Atria ClearCase’ on page 275).
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A queue-level job starter is specified in the queue definition (in the | sb. queues file)
using the JOB_STARTER parameter. When a job starter is set up in this way, all jobs
executed from this queue will be executed via the job starter (i.e., called by the specified
job starter process rather than initiated by the batch daemon process). For example, the
following might be defined in a queue:

Begi n Queue
JOB_STARTER = xterm -e
End Queue

In this case, all jobs submitted into this queue will be run under an xterm terminal
emulator.

The following are other possible uses of a job starter:

e Setjob starter to ‘$USER_STARTER’; enables users to define their own job starters
by defining the environment variable USER_STARTER. LSF also supports a user-
definable job starter at the command level. See the LSF Batch User’s Guide for
detailed information about setting up and using acommand-level job starter to run
interactive jobs.

= Setjob starter to ‘make cl ean; ’ causes make cl ean to be run prior to user job.

= Set job starter to pvnj ob or npi j ob; allows you to run PVM or MPI jobs with
LSF Batch, where pvnj ob and npi j ob are job starters for parallel jobs written in
PVM or MPI.

A queue-level job starter is configured in the queue definition. See ‘Job Starter’ on
page 227 for details.

Note
The difference between a job starter and a pre-execution command lies in the effect each
can have on the job being executed. A pre-execution command must run successfully
and exit, which signals the batch daemon to run the job. Because the pre-execution
command is an unrelated process, it does not effect the execution environment of the
job. The job starter, however, is the process responsible for invoking the user command,
and as such, controls the job’s execution environment.
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Using Licensed Software with LSF Batch

Software licenses are valuable resources that must be utilized to their full potential.
This section discusses how LSF Batch can help manage licensed applications to
maximize utilization and minimize job failure due to license problems.

Many applications have restricted access based on the number of software licenses
purchased. LSF can help manage licensed software by automatically forwarding jobs
to licensed hosts, or by holding jobs in batch queues until licenses are available.

There are three main types of software license: host locked, host locked counted, and
network floating.

Host Locked Licenses

Host locked software licenses allow users to run an unlimited number of copies of the
product on each of the hosts that has a license. You can configure a boolean resource
to represent the software license, and configure your application to require the license
resource. When users run the application, LSF chooses the best host from the set of
licensed hosts.

See ‘Changing LIM Configuration’ on page 55 for instructions on configuring boolean
resources, and ‘The Isf.task and Isf.task.cluster Files’ on page 187 for instructions on
configuring resource requirements for an application.

Host Locked Counted Licenses

Host locked counted licenses are only available on specific licensed hosts, but also
place a limit on the maximum number of copies available on the host. If an external
LIM can get the number of licenses currently available, you can configure an external
load index | i censes giving the number of free licenses on each host. By specifying
I i censes>=1 in the resource requirements for the application, you can restrict the
application to run only on hosts with available licenses.

See ‘Changing LIM Configuration’ on page 55 for instructions on writing and using an

ELIM, and ‘The Isf.task and Isf.task.cluster Files’ on page 187 for instructions on
configuring resource requirements for an application.
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If ashell scriptcheck | i cense can check license availability and acquires a license if
one is available, another solution is to use this script as a pre-execution command when
submitting the licensed job.

% bsub -mlicensed hosts -E check |icense |icensed job

An alternative is to configure the check_| i cense script as a queue level pre-
execution command. See ‘Queue-Level Pre-/Post-Execution Commands’ on page 224 for
more details.

It is possible that the license becomes unavailable between the time the

check_| i cense scriptis run, and when the job is actually run. To handle this case,
the LSF administrator can configure a queue so that jobs in this queue will be requeued
if they exit with value(s) indicating that the license was not successfully obtained. See
‘Automatic Job Requeue’ on page 231.

Floating Licenses

A floating license allows up to a fixed number of machines or users to run the product
at the same time, without restricting which host the software can run on. Floating
licenses can be thought of as ‘cluster resources’; rather than belonging to a specific host,
they belong to all hosts in the cluster.

Using LSF Batch to run licensed software can improve the utilization of the licenses -
the licenses can be kept in use 24 hours a day, 7 days a week. For expensive licenses,

this increases their value to the users. Also, productivity can be increased, as users do
not have to wait around for a license to become available.

LSF can be used to manage floating licenses using the shared resources feature
together with resource reservation and job requeuing. Both situations where all license
jobs are run through LSF Batch and when licenses can be used outside of batch control
are discussed.

All Licenses Used Through LSF Batch

If all jobs requiring licenses are submitted through LSF Batch, then LSF Batch could
regulate the allocation of licenses to jobs and ensure that a job is not started if the
required license is not available. A static resource is used to hold the total number of
licenses that are available. The static resource is used by LSF Batch as a counter which
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is decremented by the resource reservation mechanism each time a job requiring that
resource is started.

For example, suppose that there are 10 licenses for the Verilog package shared by all
hosts in the cluster. The LSF Base configuration files should be specified as shown
below. The resource is static-valued so an ELIM is not necessary.

| sf. shared

Begi n Resour ce

RESORCENAME  TYPE INTERVAL I NJREAS NG DESCR PTION

veril og Nuneri ¢ 0 N (Hoating licenses for Veril og)
End Resource

| sf.cluster. cluster

Begi n Resour ceMap
RESOURCENAME  LACATI ON
veril og (10@al 1)
End Resour ceMap

The users would submit jobs requiring Verilog licenses as follows:
bsub -R ’'rusage[verilog=1]" nyprog

If a dedicated queue is defined to run Verilog jobs, then the LSF administrator can
specify the resources requirements at the queue-level:

Begi n Queue

QUEUE_NAME = g_verilog
RES REQ=r usage[ veril og=1]
End Queue

If the Verilog licenses are not cluster-wide and can only be used by some hosts in the
cluster, then the resource requirement string should be modified to include the
'defined()’ tag in the sel ect section, as follows:

sel ect[ defined(verilog)] rusage[verilog=1]

For each job in the queue “q_verilog”, LSF Batch will reserve a Verilog license before

dispatching a job, and release the license when the job completes. The number of
licenses being reserved can be shown using the bhost s - s command. One limitation
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of this approach is that if a job does not actually use the license then the licenses will
be under-utilized. This could happen if the user mistakenly specifies that their
application needs a Verilog license, or submits a non-Verilog job to a Verilog queue.
LSF Batch assumes that each job indicating that it requires a Verilog license will
actually use it, and simply subtracts the total number of jobs requesting Verilog
licenses from the total number available to decide whether an additional job can be
dispatched.

Licenses Used Outside of LSF Batch

To handle the situation where application licenses are used by jobs outside of LSF
Batch, an ELIM should be used to collect the actual number of licenses available
instead of relying on a statically configured value. LSF Batch is periodically informed
of the number of available licenses and takes this into consideration when scheduling
jobs. Assuming there are a number of licenses for the Verilog package that can be used
by all the hosts in the cluster, the LSF Base configuration files could be set up to
monitor this resource as follows:

| sf.shared

Begi n Resour ce

RESORCENAME  TYPE INTERVAL INFREAS NG [CESCRPTION

veril og Nuneric 60 N (Hoating licenses for \erilog)
End Resource

| sf.cluster. cluster

Begi n Resour ceMap
RESOURCENAME LQCATI ON
veril og ([all])
End Resour ceMap

The INTERVAL in the | sf. shar ed file would indicate how often the ELIM was
expected to update the value of the "Verilog’ resource (in this case every 60 seconds).
Since this resource is shared by all hosts in the cluster, the ELIM would only need to be
started on the master host. If the Verilog licenses can only be accessed by some hosts
in the cluster, the LOCATION field of the “ResourceMap” section should be specified
as ([ host A hostB hostC ...]).Inthiscase an ELIM is only started on hostA.

The users would submit jobs requiring Verilog licenses as follows:

bsub -R ’'rusage[veril og=1:duration=1]" nyprog
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LSF administrators can set up a queue dedicated to jobs that require Verilog licenses:

Begi n Queue

QUEUE_NAME = g_verilog

RES REQ=r usage[ veri |l og=1: durati on=1]
End Queue

The queue named g_verilog contains jobs that will reserve one Verilog license when it
is started. Notice the duration specified (in minutes) is used to avoid the under
utilization of shared resources. When duration is specified, the shared resource will be
released after the specified duration expires. The reservation prevents the multiple jobs
which are started in a short interval from over-using the available licenses. By limiting
the duration of the reservation and using the actual license usage as reported by the
ELIM, underutilization is also avoided and licenses used outside of LSF can be
accounted for.

In situations where an interactive job outside the control of LSF Batch competes with
batch jobs for a software license, it is possible that a batch job, having reserved the
software license, may fail to start as the very license is intercepted by an interactive job.
To handle this situation it is required that LSF Batch requeue the job for future
execution. Job requeue can be achieved by using REQUEUE_EXIT_VALUES keyword
in a queue’s definition (see | sh. queues(5)). If ajob exits with one of the values in
the REQUEUE_EXIT_VALUES, LSF Batch will requeue the job. For example, jobs
submitted to the following queue will use Verilog licenses:

Begi n Queue

QUEUE_NAME = g_verilog

RES REQ=r usage[ veri |l og=1: duration=1]

# application exits with value 99 if it fails to get license
REQUEUE_EXI T_VALUE = 99

JOB _STARTER = |ic_starter

End Queue

All jobs in the queue are started by | i c_starter, which checks if the application
failed to get a license and exits with an exit code of 99. This will cause the job to be
requeued and the system will attempt to reschedule it at a later time.l i c_starter
can be coded as follows:

#!/bin/sh
# lic_starter: If application fails with no |icense, exit 99,
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# otherwi se, exit 0. The application displays
# "no license" when it fails without |icense avail able.
$* 2>&1 | grep "no license"
if [ $2 1= "0" ]
t hen
exit O # string not found, application got the license
el se
exit 99
fi

Example LSF Batch Configuration Files

Example Queues
There are numerous ways to build queues. This section provides some examples.

Idle Queue

You want to dispatch large batch jobs only to those hosts that are idle. These jobs
should be suspended as soon as an interactive user begins to use the machine. You can
(arbitrarily) define a host to be idle if there has been no terminal activity for at least 5
minutes and the 1 minute average run queue is no more than 0.3. The idle queue does
not start more than one job per processor.

Begi n Queue

QUEUE_NAME = idle

NI CE = 20

RES_REQ = it>5 && rinmx0. 3
STOP_COND = it==
RESUME_COND = it>10

PIOB LIMT =1

End Queue
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Owners Queue

If a department buys some fast servers with its own budget, they may want to restrict
the use of these machines to users in their group. The owners queue includes a USERS
section defining the list of users and user groups that are allowed to use these
machines. This queue also defines fairshare policy so that users can have equal sharing
of resources.

Begi n Queue

QUEUE_NAME = owners

PRIORITY = 40

rim =1.0/3.0

FAl RSHARE = USER SHARES[ [ defaul t, 1]]
USERS = server_owners

HOSTS = serverl server2 server3
End Queue

Night Queue

On the other hand, the department might want to allow other people to use its
machines during off hours so that the machine cycles are not wasted. The night queue
only schedules jobs after 7 p.m. and Kills jobs around 8 a.m. every day. Jobs are also
allowed to run over the weekend.

To ensure jobs in the night queue do not hold up resources after the run window is
closed, TERM NATE_WHEN is defined as W NDOWSso that when the run window is
closed, jobs that have been started but have not finished will be killed.

Because no USERS section is given, all users can submit jobs to this queue. The HOSTS
section still contains the server host names. By setting MEMLI M T for this queue, jobs
that use a lot of real memory automatically have their time sharing priority reduced on
hosts that support the RLI M T_RSS resource limit.

This queue also reserves swp memory of 40MB for the job and this reservation
decreases to 0 over 20 minutes after the job starts.
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Begi n Queue

QUEUE_NAME = ni ght

RUN_W NDOW = 5:19:00-1:08: 00 19: 00-08: 00

PRI ORI TY =5

RES_REQ = ut<0.5 && swp>50 rusage[ swp=40: dur ati on=20: decay=1]
rim =0.5/3.0

MEMLIM T = 5000

TERM NATE_WHEN = W NDOW

HOSTS = serverl server2 server3

DESCRI PTI ON = Low priority queue for overnight jobs
End Queue

License Queue

Some software packages have fixed licenses and must be run on certain hosts. Suppose
a package is licensed to run only on a few hosts that are tagged with pr oduct
resource. Also suppose that on each of these hosts, only one license is available.

To ensure correct hosts are chosen to run jobs, a queue level resource requirement

‘t ype==any && product’is defined. To ensure that the job gets a license when it
starts, the HHOB_LI M T has been defined to limit one job per host. Since software
licenses are expensive resources that should not be under-utilized, the priority of this
queue has been defined to be higher than any other queues so that jobs in this queue
are considered for scheduling first. It also has a small nice value so that more CPU time
is allocated to jobs from this queue.

Begi n Queue

QUEUENAME = license

NI CE =0

PRI ORI TY = 80

HOB LIMT =1

RES_REQ = type==any && product
rim =2.0/4.0

DESCRI PTI ON = Li censed software queue
End Queue

Short Queue

The short queue can be used to give faster turnaround time for short jobs by running
them before longer jobs.
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Jobs from this queue should always be dispatched first, so this queue has the highest
PRI ORI TY value. The r Imscheduling threshold of 2 and no suspending threshold
mean that jobs are dispatched even when the host is being used and are never
suspended. The CPULI M T value of 15 minutes prevents users from abusing this
queue; jobs running more than 15 minutes are killed.

Because the short queue runs at a high priority, each user is only allowed to run one
job at a time.

Begi n Queue

QUEUE_NAME = short

PRI ORI TY = 50

rim = 2/

CPULIMT = 15

WoB LIMT =1

DESCRI PTION = For jobs running |less than 15 minutes
End Queue

Because the short queue starts jobs even when the load on a host is high, it can preempt
jobs from other queues that are already running on a host. The extra load created by
the short job can make some load indices exceed the suspending threshold for other
queues, so that jobs from those other queues are suspended. When the short queue job
completes, the load goes down and the preempted job is resumed.

Front End Queue

Some special-purpose computers are accessed through front end hosts. You can
configure the frontend hostin| sb. host s so that it accepts only one job at a time, and
then define a queue that dispatches jobs to the front end host with no scheduling
constraints.

Suppose hostD is a front end host:

Begi n Queue

QUEUE NAME = front

PRI ORI TY = 50

HOSTS = hostD

JOB_STARTER = pl oad

DESCRI PTI ON = Jobs are queued at hostD and started with pload conmand
End Queue
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NQS Forward Queue

To interoperate with NQS, you must configure one or more LSF Batch queues to
forward jobs to remote NQS hosts. An NQS forward queue is an LSF Batch queue with
the parameter NQS_QUEUES defined. The following queue forwards jobs to the NQS
queue named pi pe on host cr ay001:

Begi n Queue

QUEUE_NAME = nqgsUse

PRI ORI TY = 30

NI CE = 15

QB LIMT =5

CPULIMT = 15

NQS_QUEUES = pi pe@ray001

DESCRI PTI ON = Jobs subnmitted to this queue are forwarded to NQS_QUEUES
USERS = all

End Queue

Example | sb. host s file

The Isb.hosts file defines host attributes. Host attributes also affect the scheduling
decisions of LSF Batch. By default LSF Batch uses all server hosts as configured by LIM
configuration files. In this case you do not have to list all hosts in the Host section. For
example:

Begi n Host

HOST_NAME MXJ JL/ U SWp # This line is keyword(s)
def aul t 2 1 20

End Host

The virtual host name def aul t refers to each of the other hosts configured by LIM but
is not explicitly mentioned in the Host section of the | sb. host s file. This file defines
atotal allowed job slot limit of 2 and a per user job limit of 1 for every batch server host.
It also defines a scheduling load threshold of 20MB of swap memory.
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In most cases your cluster is heterogeneous in some way, so you might have different
controls for different machines. For example:

Begi n Host

HOST_NAME MXJ JL/ U swp # This line is keyword(s)
host A 8 2 ()

hppa 2 () ()

def aul t 2 1 20

End Host

In this file you add host type hppa in the HOST_NAME column. This will include all
server hosts from LIM configuration that have host type hppa and are not explicitly
listed in the Host section of this file. You can also use a host model name for this
purpose. Note the ‘() * in some of the columns. It refers to undefined parameters and
serves as a place-holder for that column.

| sb. host s file can also be used to define host groups and host partitions, as
exemplified in ‘Sharing Hosts Between Two Groups’ on page 115.
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5. Managing LSF MultiCluster

What is LSF MultiCluster?

Within a single organization, divisions, departments, or sites may have separate LSF
clusters managed independently. Many organizations have realized it is desirable to
allow their multitude of clusters to cooperate to reap the benefits of global load
sharing:

= Users can access a diverse collection of computing resources and get better
performance as well as computing capabilities. Many machines that would
otherwise be idle can be used to process jobs. Multiple machines can be used to
process a single parallel job. All these lead to increased user productivity.

= The demands for computing resources fluctuate widely across departments and
over time. Partitioning the resources of an organization along user and
departmental boundaries forces each department to plan for computing resources
according to its maximum demand. Load sharing makes it possible for an
organization to plan computing resources globally based on total demand.
Resources can be added anywhere and made available to the entire organization.
Global policies for load sharing can be implemented. With efficient resource
sharing, the organization can realize increased computer usage in an economical
manner.

LSF MultiCluster enables a large organization to form multiple cooperating clusters of
computers so that load sharing happens not only within the clusters but also among
them. Itenables load sharing across large numbers of hosts, allows resource ownership
and autonomy to be enforced, non-shared user accounts and file systems to be
supported, and communication limitations among the clusters to be taken into
consideration in job scheduling.

LSF MultiCluster is a separate product in the LSF product suite. You must obtain a
specific license for LSF MultiCluster before you can use it.
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This chapter describes the configuration and operational details of LSF MultiCluster.
The topics covered are:

= Monitoring of load and host information of remote clusters
= Accessing control of inter-cluster interactive tasks
= Executing batch jobs transparently on remote clusters

= Account mapping between clusters not sharing a uniform username/user 1D
space.

Enabling MultiCluster Functionalities

The following steps should be followed to enable the sharing of load information,
interactive tasks and batch jobs between clusters:

1) Define the multicluster feature inthe | sf. cl uster. ¢/ ust er file. Your
licence must have multicluster support.

2) Configure LIM to specify the sharing of load information and interactive job
access control.

3) Configure LSF Batch to specify the queues sharing jobs and account mapping
between the users.

The LIM configuration files | sf. shared and | sf. cl uster. ¢/ ust er (stored in
LSF_CONFDI R) are affected by multicluster operation. For sharing to take place
between clusters, they must share common definitions in terms of host types, models,
and resources. For this reason, it is desirable to make the | sf . shar ed file the same on
each cluster, often by putting it into a shared file system, or replicating it across all
clusters.

Where it is not possible to maintain a common | sf . shar ed file, and each cluster
maintains its own, the exchange of system information and jobs between clusters is
based on the common definitions. A resource, host type, or model defined in one
cluster is considered to be equivalent to that defined in another cluster if the name is
the same. It is possible, for example, to define a host model with the same name but
with different CPU factors so that each cluster considers the relative CPU speed
differently.
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In such cases, each cluster will interpret resource, host type or model information
received from another cluster based on its local | sf . shar ed file. If the definition is
not found locally, then it is ignored.

For example, if the remote cluster defines a static boolean resource | ocal _res and
associates it with host A, then when host A is viewed from the local cluster,

| ocal _res will not be associated with it. Similarly, a user will not be able to submita
job locally specifying a resource which is only defined in a remote cluster.

Each LIM reads the | sf. shar ed fileand itsown | sf. cl uster. c/ ust er file. All
information about a remote cluster is retrieved dynamically by the master LIM’s on
each cluster communicating with each other. However, before this can occur a master
LIM must know the name of at least some of the LSF server hosts in each remote cluster
with which it will interact. The names of the servers in a remote cluster are used to
locate the current master LIM on that cluster as well as to ensure that any remote
master is a valid host for that cluster. The latter is necessary to ensure security and
prevent a bogus LIM from interacting with your cluster.

The | sf. shar ed File

Thel sf. shar ed file in LSF_CONFDI Rshould list the names of all clusters. For
example:

Begi n Cl uster
Cl ust er Nane
clusi

clus2

End C uster

The LIM will read the | sf. cl ust er. c/ ust er filein LSF_CONFDI Rfor each remote
cluster and save the first ten host names listed in the Host section. These will be
considered as valid servers for that cluster, that is, one of these servers must be up and
running as the master.

If LSF_CONFDI Ris not shared or replicated then it is necessary to specify a list of valid
servers in each cluster using the option Ser ver s in the Cl ust er section. For example,

Begi n Cl uster

Cl ust er Namre Servers
clusl (host C host D hostE)
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clus2 (host A hostB hostF)
End d uster

The hosts listed in the ser ver s column are the contacts for LIMs in remote clusters to
get in touch with the local cluster. One of the hosts listed in the Ser ver s column must
be up and running as the master for other clusters to contact the local cluster.

The | sf. cluster. cl uster File

To enable the multicluster feature, insert the following section into the
| sf.cluster. cluster file.

Begi n Paraneters
PRODUCTS=LSF Base LSF_Multi Cluster LSF Batch
End Paraneters

Note
The license file must support the LSF MultiCluster feature. If you have configured the
cluster to run LSF MultiCluster on all hosts, and the license file does not contain the
LSF MultiCluster feature, then the hosts will be unlicensed, even if you have valid
licenses for other LSF components. See ‘Setting Up the License Key’ on page 36 of the
LSF Installation Guide for more details.

By default, the local cluster can obtain information about all other clusters specified in
| sf. shar ed. However, if the local cluster is only interested in certain remote clusters,
you can use the following section in | sf. cl ust er. ¢/ ust er to limit which remote
clusters your cluster is interested in. For example,

Begi n RenoteC usters
CLUSTERNANE

clus3

clus4

End RenoteCl usters

This means local applications will not know anything about clusters other than clusters
clus3 and clus4. Note that this also affects the way RES behaves when it is
authenticating a remote user. Remote execution requests originating from users
outside of these clusters are rejected. The default behaviour is to accept any request
from all the clustersin| sf . shar ed.
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The Renot ed ust er s section may be used to specify the following parameters
associated with each cluster in addition to the CLUSTERNAME parameter.

CACHE_INTERVAL

Load and host information is requested on demand from the remote cluster and cached
by the local master LIM. Clients in the local cluster receives the cached copy of the
remote cluster information. This parameter controls how long load information from
the remote cluster is cached in seconds. The default is 60 seconds. Upon a request from
acommand, the cached information is used if it is less than CACHE | NTERVAL second
old otherwise fresh information is retrieved from the relevant remote cluster by the
local master LIM and returned to the user. Host information is cached twice as long as
load information is.

EQUIV

The LSF utilities such as | sl oad, | shost s, | spl ace, and | srun normally only
return information about the local cluster. To get information about or run tasks on
hosts in remote clusters, you must explicitly specify a cluster name (see sections
below). To make resources in remote clusters as transparent as possible to the user, you
can specify a remote cluster as being equivalent to the local cluster. The master LIM wiill
then consider all equivalent clusters when servicing requests from clients for load, host
or placement information. Therefore, you do not have to explicitly specify remote
cluster names. For example, | sl oad will list hosts of the local cluster as well as the
remote clusters.

RECV_FROM
By default, if two clusters are configured to access each other’s load information, they
also accept interactive jobs from each other. If you want your cluster to access load

information of another cluster but not to accept interactive jobs from the other cluster,
you set RECV_FROMto ‘N'. Otherwise, set RECV_FROMto ‘Y’.

Example

For cluster clusl, clus2 is equivalent to the local cluster. Load information is refreshed
every 30 seconds. However, clusl rejects interactive jobs from clus2.

# Excerpt of Isf.cluster.clusl
Begi n RenpteCd usters
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CLUSTERNAME EQU V  CACHE | NTERVAL RECV_FROM
clus2 Y 30 N

End Renpt eCl usters

Cluster clus2 does not treat clusl as equivalent to the local cluster. Load information is
refreshed every 45 seconds. Interactive jobs from clusl are accepted.

# Excerpt of |sf.cluster.clusl

Begi n RenoteC usters

CLUSTERNANME EQUI V  CACHE_ | NTERVAL RECV_FROM
clusl N 45 Y

End Renpt eCl usters
Root Access

By default, root access across clusters is not allowed. To allow root access from a
remote cluster, specify LSF_ROOT_REX=al | inl| sf. conf . This implies that root jobs
from both the local and remote clusters are accepted. This applies to both interactive
and batch jobs.

If you want cluster clusl and clus2 to allow root access execution for local jobs only, you
insert the line LSF_ROOT_REX=l ocal intothel sf. conf ofboth cluster clusland
cluster clus2. However, if you want clus2 to also allow root access execution from any
cluster, change the line in | sf. conf of cluster clus2 to LSF_ROOT_REX=al | .

Not e
| sf. conf fileis host type specific and not shared across different platforms. You

must make sure that the | sf. conf file for all your host types are changed
consistently.

LSF Batch Configuration

To enable batch jobs to flow across clusters the keywords SNDJOBS_TOand
RCVJOBS_ FROMare used in the queue definition of the | sh. queues file.
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The syntax is as follows:

Begi n Queue

QUEUE_NAME=nor nal

SNDJOBS_TO=Queuel@C usterl Queue2@ uster2 ... QueueN@ usterN
RCVJOBS FROMEC usterl Cluster2 ... ClusterN

PRI ORI TY=30

NI CE=20

End Queue

Note
You do not specify a remote queue in the RCVJOBS FROMparameter. The
administrator of the remote cluster determines which queues will forward jobs to the
normal queue in this cluster.

It is up to you and the administrator of the remote clusters to ensure that the policy of
the local and remote queues are equivalent in terms of the scheduling behaviour seen
by users’ jobs.

If a RCVJOBS_FROMqueue specifies REQUEUE _EXI T_VALUES, it only applies to jobs
submitted locally. Even if a remote job’s exit value matches a value specified in the
REQUEUE_EXI T_VALUES, the job is not requeued but the job and its exit value are
forwarded to the submission cluster.

When accepting a job with a pre-execution command from a remote cluster, the local
cluster can configure the maximum number of times it will attempt the pre-execution
command before returning the job to the submission cluster. The submission cluster
will forward the job to one cluster at a time. The parameter to control the maximum
number of times a remote jobs pre-exec command is retried by setting

MAX _PREEXEC RETRYinl sb. par ans.

Remote-Only MultiCluster Queues

In order to set up a queue that will forward jobs to remote clusters but will not run any
jobs in the local cluster, you can specify that the queue uses no local hosts. This is done
by setting the HOSTS parameter in the queue to the keyword “none”.

LSF Bafch Administrator’s Guide 149



5 Managing LSF MultiCluster

For example, the following definition sets up a queue r enot e_onl y in cluster clusl
which sends the job to the i nport queue in cluster clus2:

Begi n Queue

QUEUE_NAME = renote_only

HOSTS = none

SNDJOBS_TO = i nport @l us2

PRI ORI TY = 30

DESCRI PTION = A renpte only queue
End Queue

Any jobs submitted to queue r enot e_onl y will be forwarded to the queue import in
cluster clus2. This is done without attempting to schedule the job locally which reduces
the latency of multicluster queues.

For clus2, the queue i nport can be specified as follows:

Begi n Queue

QUEUE_NAME = i nport

RCVJOBS_FROM = clusl

PRIORI TY = 50

DESCRI PTI ON = A queue that inports jobs fromclusl
End Queue

Inter-cluster Load and Host Information Sharing

The information collected by LIMs on remote clusters can be viewed locally. The list of
clusters and associated resources can be viewed with the | scl ust er s command.

%]I scl usters

QUSTER NAME  STATUS  MASTER HOST ADM N HBTS SFRERS
cl us2 ok host A user1 3 3
clusl ok host C user 2 3 3
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If you have defined EQUI Vto be “Y’ for cluster clus2 inyour| sf . cl ust er. cl us1file,
you will see all hosts in cluster clus2 if you run| sl oad or| shost s from cluster clusl.
For example:

%] shost s

HST_NAVE  type  nodel cpuf ncpus naxnem naxswp server RESORCES

host A NPX86 PENT200 10.0 1 64M 100M  Yes (pc nt)

host F HPA HP735 14.0 1 58M  94M  Yes (hpux cs)

host B SNl SPARCSLC 8.0 1 15M  29M  Yes (sparc bsd)

host D HPPA  A900 30.0 4 264M 512M  Yes (hpux cs bi gnem)
host E A RANK 36.0 32 596M 1024M  Yes (irix cs bignen)
host C SUNSQ. SunSparc 12.0 1 56M  75M  Yes (solaris cs)

You can use a cluster name in place of a host name to get information specific to a
cluster. For example:

%I shosts clusl
HOST_NAME  type  nodel cpuf ncpus naxnmem naxswp server RESORCES

host D HPPA  A900 30.0 4 264M 512M  Yes (hpux cs bi gnem)
host E A RANK 36.0 32 596M 1024M  Yes (irix cs bignen)
host C SUNSQ. SunSparc 12.0 1 56M  75M  Yes (solaris cs)

%]| shosts cl us2
HOST_NAME  type  nodel cpuf ncpus naxnmem naxswp server RESORCES

host A NTX86 PENT200 10.0 1 64M 100M  Yes (pc nt)
host F HPA  HP735 14.0 1 58M 94M  Yes (hpux cs)
host B SNl SPARCSLC 8.0 1 15M  29M  Yes (sparc bsd)

%I sl oad cl usl cl us2

HOBT_NAME  status r15s  rim r15m ut pg Is it tnp swp nem
host D ok 0.2 03 04 19% 6.0 6 3 146M 319M 52M
host C ok 01 00 01 1% 00 3 43 63M 44M 7™M
host A ok 0.3 03 04 3% 00 3 1 40M 42M 10M
host B busy *1.3 1.1 0.7 68%*57.5 2 4 18M 25M 8M
host E lockU 1.2 22 26 30% 52 35 0 10M 293M 399M
host F unavai |

LSF commands | shost s, | sl oad, | snon, | srun, Isgrun,and | spl ace can accepta
cluster name in addition to host names.
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Running Interactive Jobs on Remote Clusters

Thel srun and| sl ogi n commands can be used to run interactive jobs both within
and across clusters. See ‘Running Batch Jobs across Clusters’ on page 189 of the LSF Batch
User’s Guide for examples.

You can configure the multicluster environment so that one cluster accepts interactive
jobs from the other cluster, but not vice versa. For example, to make clusl reject
interactive jobs from clus2, you need to specify the RECV_FROMfield in file

| sf.cluster.clusl:

Begi n Renpted usters

CLUSTERNAME EQUIV  CACHE | NTERVAL RECV_FROM
clus2 Y 30 N

End RenoteC usters

When a user in clus2 attempts to use the cluster clusl, an error will result. For example:

%Il srun -mclusl -R - hostnane
| s_pl aceof hosts: Not enough host(s) currently eligible

Cluster clus2 will not make any placement of jobs on clusl and therefore | sr un will
return an error about not being able to find enough hosts.

% | srun -mhostC -R - hostnane
I s_rsetenv: Request froma non-LSF host rejected

In this case, the job request is sent to the host hostC and the RES on hostC rejects the job
as it is not considered a valid LSF host.

Note

RECV_FROMonly controls accessibility of interactive jobs. It does not affect jobs
submitted to LSF Batch.
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Distributing Batch Jobs Across Clusters

As the administrator, you can configure a queue to send jobs to a queue in a remote
cluster. Jobs submitted to the local queue can automatically get sent to remote clusters.
The following commands can be used to get information about multiple clusters:

bcl usters

The bcl ust er s command displays a list of queues together with their relationship
with queues in remote clusters.

% bcl usters

LOCAL_QUEUE JOB FLOW REMOTE CLUSTER STATUS
testnc send testnc clus2 ok
testnc recv - clus2 ok

The JOB_FLOWfield describes whether the local queue is to send jobs to or receive jobs
from the remote cluster.

If the value of JOB_FLOWis send (that is, SNDJOBS_TOis defined in the local queue),
then the REMOTE field indicates a queue name in the remote cluster. If the remote
queue in the remote cluster does not have RCVJOBS FROMdefined to accept jobs from
the cluster, the status field will never be ok. It will either be di sc, orr ej ect , where
di sc means that the communication between the two clusters has not been established
yet. This could occur if there are no jobs waiting to be dispatched or the remote master
cannot be located. If remote cluster agrees to accept jobs from the local queue and
communication has been successfully established, the status will be ok, otherwise the
status will be rejected.

If the value of JOB_FLOWis r ecv (that is, RCVJOBS_FROMis defined in the local
queue), then the REMOTE field is always ‘-’. The CLUSTER field then indicates the
cluster name from which jobs will be accepted. The st at us field will be ok if a
connection with the remote cluster has established.

% bcl usters

LOCAL_QUEUE JOB FLOW REMOTE CLUSTER STATUS
testnc send testnc clus2 di sc
testnc recv - clus2 di sc
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bqueues

The - m host_name option can optionally take a cluster name to display the queuesina
remote cluster.

%bqueues -mcl us2

QBEENNWE PRO STATUS MX JUUJUYPJIU/HNGS PEND RN S8P
fair 3300 Qpen: Active 5 - - - 0 0 0 0
interactive 1055 Qpen: Active - - - - 0 0 0 0
testnc 55 Qpen: Active - - - - 5 2 2 1
priority 43 Qpen: Active - - - - 0 0 0 0
bj obs

The bj obs command can display the cluster name in the FROM_HOST and EXEC_HOST
fields. The format of these fields can be ‘host @1 ust er ’ to indicate which cluster the
job originated from or was forwarded to. Use the - woption to get the full cluster name.
To query the jobs in a specific cluster, use the - moption and specify the cluster name.

% bj obs

JOB D &R STAT QAEE FRMHXST BECHXBST JBNWE SBMT TIME
101  user7 RN testnt host C host A@l us2 simulate Ot 8 18:32
102  user7 USSP test nt host C host B@l us2 simulate Ot 8 18:56
104  user7 RN testnt host A@| us2 host C verify at 8 19:20

%bj obs - mcl us2

JAB D UsER STAT QBE FRMHXIST BECHXBT JBNAWE SIBMT TIME
521 user?7 RN testnt host G@l us1 host A simulate Ot 8 18:35
522 user7 USSP test nt host G@l us1 host B simulate Ot 8 19:23
520 user? RN testnmt host A host G@l usl verify t 8 19:26

Note that jobs forwarded to a remote cluster are assigned new job IDs. You only need
to use local job IDs when manipulating local jobs. The SUBM T_TI ME field displays the
real job submission time for local jobs, and job forwarding time for jobs from remote
clusters.
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bhost s

To view the hosts of a specific cluster you can use a cluster name in place of a host
name.

% bhosts clus2

HOST_NAME STATUS JL/U MAX NJOBS RUN SSUSP USUSP RSV
host A ok - 10 1 1 0 0 0
host B ok - 10 1 1 0 0 0
host F cl osed - 3 3 3 0 0 0
bhi st

The bhi st command displays the history of events about when a job is forwarded to
another cluster or was accepted from another cluster.

%bhi st -1 101

Job Id <101>, Wser <user7> Project <default> GCommand <si mul ate>

Tue Gt 08 18:32:11: Submitted fromhost <host G to Queue <testnt> OM <
[ hores/ user 7>, Request ed Resources <type! =ALPHA>

Tue Ot 08 18:35:07: Forwarded job to cluster clus2;

Tue Ot 08 18:35:25: DO spat ched to <host A>;

Tue Ot 08 18:35:35: Running w th executi on hone </ hones/ user 7>, Execution C
WD </ hones/ user 7>, Execution A d <25212>;

Tue Gt 08 20: 30: 50: WSER suspend action initiated (actpid 25672);

Tue Gt 08 20: 30: 50: Suspended by the user or administrator.

Sunmary of tine in seconds spent in various states by Tue Gt 08 20: 35: 24 1996

PEND PSSP RN USUS SR UNKVIN TOTAL
176 0 6943 274 0 0 7393

Account Mapping Between Clusters

By default, LSF assumes a uniform user name space within a cluster and between
clusters, but it is not uncommon for an organization to fail to satisfy this assumption.
LSF Batch supports the execution of batch jobs across non-uniform user name spaces
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between clusters by allowing user account mapping between such clusters—at both
the system level and the individual user level.

User Level Account Mapping

Individual users of the LSF cluster can set up their own account mapping by setting up
a. | sf host s file in their home directories. The . | sf host s file used to support
account mapping can be used to specify cluster names in place of host names.

Example #1

A user has accounts on two clusters, clusl and clus2. On cluster clusl, the user name is
userA and on clus2 the user name is user_A. To run jobs in either cluster under the
appropriate user name, the . | sf host s files should be set up as follows:

On machines in cluster clusl:

% cat ~user A/ .| sfhosts
clus2 user_A

On machines in cluster clus2:

% cat ~user A/ .lsfhosts
clusl userA

Example #2

A user has the account userA on cluster clusl and wants to use the Isfguest account
when running jobs on cluster clus2. The . | sf host s files should be set up as follows:

On machines in cluster clusi:

% cat ~user A/ .|l sfhosts
clus2 | sfguest send

On machines in cluster clus2:

% cat ~I sfguest/.|sfhosts
clusl userA recv
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Example #3

A site has two clusters, clusl and clus2. A user has a uniform account name as userB on
all hosts in clus2. However, in clusl, this user has a uniform account name as userA,
except on hostX, on which he has the account name userAl. This user would like to use
both clusters transparently.

To implement this mapping, the user should set the . | sf host s files in his home
directories on different machines as follows;

On hostX of clusl:

% cat ~user Al/.|sfhosts

clusl user A
host X user Al
clus2 userB

On any other machine in clusl:
% cat ~user A/ .| sfhosts
clus2 userB

host X user Al

On the clus2 machines:

% cat ~userB/.|sfhosts

clusl user A
host X user Al

System Level Account Mapping

An LSF administrator can set up system level account mapping inthe | sb. user s file.

For a job submitted as one user at the submission cluster to run as another user in a
remote execution cluster, the LSF Batch system requires that both clusters agree with
this account mapping. The submission cluster can propose a set of user mappings and
the execution cluster decides whether to accept these settings or not.
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The system level account mapping is defined in the “User Map” section of the
| sb. user s file. It contains multiple account mapping entries, where each entry
contains three fields:

= LOCAL: defines a list of local users

= REMOTE: defines a list of remote users in the form of user name@| ust er nanme

= DI RECTI ON: two values can be used for this field: “export ” and “i nport . The
“export ” keyword indicates that exported jobs of users defined in the LOCAL
column are running as the users in the REMOTE column. The “i npor t ” keyword

indicates that imported jobs belonging to remote users specified in the REMOTE
column are running as the users specified in the LOCAL column.

Example #1

For userA on cluster clusl to map to userB on cluster clus2, at clusl, thel sb. user s file
can be set up as follows:

Begi n User Map

LOCAL REMOTE DI RECTI ON
userA user B@l us2 export
End User Map

Atclus2, thel sb. user s file is set up as:

Begi n User Map

LOCAL REMOTE DI RECTI ON
.user B user A@l us1 i nmport

iEnd User Map

Example #2

As another example, userA on clusl wants to run as userB or userC on clus2. The clusls
| sb. user s file should be set up as follows:
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Begi n User Map

LOCAL REMOTE DI RECTI ON
user A (userB@l us2 user C@l us2) export
End User Map

At clus2, userAis allowed to run as both userB or userD

Begi n User Map

LOCAL REMOTE Dl RECTI ON
(userB userD) user A@l usl i mport
End User Map

Despite the fact that clus2 allows userA to also map to userD, clusl does not propose
such amapping and hence the common agreeable account mapping between clusl and
clus2 for userA is user A@l us1 running as user B@| us2.
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6. LSF Base Configuration Reference

This chapter contains a detailed description of the contents of the LSF Base
configuration files. These include the installation file | sf. conf ; the LIM
configuration files | sf. shared, | sf.cluster. c/uster,|sf.task,and

| sf.task. ¢l ust er; and the optional LSF hosts file for additional host name
information.

The | sf. conf File

Installation of and operation of LSF is controlled by the | sf . conf file. Thel sf. conf
file is created during installation, and records all the settings chosen when LSF is
installed. This information is used by LSF daemons and commands to locate other
configuration files, executables, and network services.

| sf. conf contains LSF installation settings as well as some system-wide options. This
file is initially created by the | sf set up utility during LSF installation and updated, if
necessary, when you upgrade to a new version. Many of the parameters are set during
the installation. This file can also be expanded to include LSF application specific
parameters.

LSB_CONFDIR

LSF Batch configuration directories are installed under LSB_CONFDI R. Configuration
files for each LSF cluster are stored in a subdirectory of LSB_CONFDI R. This
subdirectory contains several files that define the LSF Batch user and host lists,
operation parameters, and batch queues.

All files and directories under LSB_CONFDI R must be readable from all hosts in the

cluster. LSB_CONFDI R/ ¢/ ust er/ confi gdi r must be owned by the LSF
administrator.
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Default: LSF_CONFDI R/ | sbat ch

You should not try to redefine this parameter once LSF has been installed. If you want
to move these directories to another location, you must make sure the permissions of
directories and files are set properly. See Appendix B, ‘LSF Directories’, beginning on
page 255 for details.

LSB_DEBUG

If this is defined, LSF Batch will run in single user mode. In this mode, no security
checking is performed, so the LSF Batch daemons should not run as root. When
LSB_DEBUG is defined, LSF Batch will not look in the system services database for
port numbers. Instead, it uses port number 40000 for nbat chd and port number 40001
for sbat chd unless LSB_MBD PORT/LSB_SBD PORT are defined in the file

| sf. conf.The valid values for LSB_DEBUGare 1 and 2. You should always choose 1
unless you are testing LSF Batch.

Default: undefined

LSB_MAILPROG

LSF Batch normally uses / usr /| i b/ sendnai | as the mail transport agent to send
mail to users. If your site does not use sendnai | , configure LSB_NMAI LPROGwith the
name of a sendmai | -compatible transport program. LSF Batch calls LSB_MAlI LPROG
with the following arguments:

LSB MAI LPROG -F "LSF Batch systeni -f Manager@ost dest_addr

The-F "LSF Bat ch Systent argument sets the full name of the sender; the

-f Manager@ost argument gives the return address for LSF Batch mail, which is the
LSF administrator’s mailbox. dest_addr is the destination address, generated by the
rules given for LSB_MAI LTOabove.

LSB_MAI LPROGmust read the body of the mail message from the standard input. The
end of the message is marked by end-of-file. Any program or shell script that accepts
the arguments and input and, delivers the mail correctly, can be used. LSB_MAlI LPROG
must be executable by any user.

If this parameter is modified, the LSF administrator must restart the sbat chd
daemons on all hosts to pick up the new value.
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Default: / usr/1i b/ sendmai |

LSB_MAILTO

LSF Batch sends electronic mail to users when their jobs complete or have errors, and
to the LSF administrator in the case of critical errors in the LSF Batch system. The
default is to send mail to the user who submitted the job, on the host where the daemon
is running; this assumes that your electronic mail system forwards messages to a
central mailbox.

The LSB_MAI LTOparameter changes the mailing address used by LSF Batch.
LSB_MAI LTOis a format string that is used to build the mailing address. The substring
I'U,iffound, is replaced with the user’s account name; the substring ! His replaced with
the name of the submission host. All other characters (including any other ‘! *) are
copied exactly. Common formats are:

Iy
Mail is sent to the submitting user's account name on the local host.

U@ H
Mail is sent to user @ ubni ssi on_host nane

I U@ onpany_hame. com
Mail is sent to user @onpany_nane. com

If this parameter is modified, the LSF administrator must restart the shat chd
daemons on all hosts to pick up the new value.

Default: ' U

LSB_SHAREDIR

LSF Batch keeps job history and accounting log files for each cluster. These files are
necessary for correct operation of the system. Like the organization under
LSB_CONFDI R, there is one subdirectory for each cluster.

The LSB_SHAREDI R/ ¢/ ust er/ | ogdi r directory must be owned by the LSF
administrator.

Default: LSF_| NDEP/ wor k
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Note
All files and directories under LSB_SHAREDI R must allow read and write access
from the LSF master host. See ‘Fault Tolerance’ on page 5 and ‘Resource and Resource
Requirements’ on page 8.

LSF_AFS_CELLNAME
This must be defined to AFS cell name if the AFS file system is in use.

Default: undefined

LSB_LOCALDIR

This parameter needs to be defined if you want to use the duplicate event logging
feature. This parameter specifies a directory that is local to the default master lost, that
is, the first host configured in your Isf.cluster.<cluster> file. See ‘Duplicate Event
Logging’ on page 81 for more information about this topic.

LSF_AUTH

This is an optional definition. By default, external user authentication is used, and
LSF_AUTHi s defined to be eaut h. External authentication is the only way to provide
security for clusters that contain Windows NT hosts. See ‘External Authentication’ on
page 11 for details.

If this parameter is changed, all the LSF daemons must be shut down and restarted by
running | sf _daenons st art on each of the LSF server hosts so that the daemons
will use the new authentication method.

If LSF_AUTH s defined as i dent , RES uses the RFC 1413 identification protocol to
verify the identity of the remote user. RES is also compatible with the older RFC 931
authentication protocol. The name, i dent , must be registered in the system services
database. See ‘Resource Requirements’ on page 24 for instructions on registering service
names.

If LSF_AUTH s not defined, LSF uses privileged ports for user authentication. LSF
commands must be installed setuid to r oot to operate correctly. If the LSF commands
are installed in an NFS mounted shared file system, the file system must be mounted
with setuid execution allowed (that is, without the nosui d option). See the manual
page for mount for more details.
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Windows NT does not have the concept of setuid binaries and does not restrict access
to privileged ports, so this method does not provide any security on Windows NT.

Default: eaut h

LSF_EAUTH_KEY

This defines a key the eauth uses to encrypt and decrypt the user authentication data.
If you want to improve the security of your site by specifying a key, make sure it is at
least six characters long and uses only printable characters (like choosing a normal
UNIX password).

If this parameter is not defined, then eauth will use an internal key.

Default: undefined

LSF_BINDIR
Directory where all user commands are installed.

Default: LSF_MACHDEP/ bi n

LSF_CONFDIR

The directory where all LIM configuration files are installed. These files are shared
throughout the system and should be readable from any host. This directory can
contain configuration files for more than one cluster.

Default: LSF_| NDEP/ conf

LSF_CROSS_UNIX_NT

Optional. If this exists and has the value no, No, or NO all cross-platform job
submissions and requests will fail.

This means that in a mixed UNIX/NT cluster, jobs submitted from a UNIX user
account on a UNIX host must be run on a UNIX host, and requests to stop or modify
the job must be also submitted from a UNIX user account. Windows NT jobs can only
be started, stopped, or modified by Windows NT user accounts on Windows NT hosts.

LSF Bafch Administrator’s Guide 165



6 LSF Base Configuration Reference

If this parameter is undefined, or defined as any other value, mixed UNIX/NT clusters
operate properly, and only the user name is used for authentication of the user account.

Default: undefined

LSF_ECHKPNTDIR

Optional. Specifies the directory where the echkpnt and er est art executable files
are installed, if they are not in the default location LSF_SERVERDI R,

Default: undefined

LSF_ENVDIR

LSF normally installs the | sf. conf filein the/ et c directory. The |l sf. conf fileis
installed by creating a shared copy in LSF_SERVERDI Rand adding a symbolic link
from/ et c/ | sf. conf tothe shared copy. If LSF_ENVDI Ris set, the symbolic link is
installed in LSF_ENVDI R/ | sf. conf.

Default: / et c

LSF_INCLUDEDIR
Directory under which the LSF API header file <l sf /| sf. h>is installed.

Default: LSF_| NDEP/ i ncl ude

LSF_INDEP

Specifies the default top-level directory for all host-type independent LSF files. This
includes manual pages, configuration files, working directories, and examples. For
example, defining LSF_| NDEP as/ usr /1 ocal / | sf places manual pagesin/ usr/
I ocal /| sf/ man, configuration filesin/ usr/ 1 ocal /| sf/ conf, and so on.

Default: / usr/ | ocal / | sf
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LSF_LIBDIR

Directory where the LSF application programming interface library | i bl sf. a is
installed.

Default: LSF_MACHDEP/ | i b

LSF_LICENSE_FILE

Either the full path name of the FLEXIm license file used by LSF, or the host name of

the license server host machine and port number of the license service (format:

port _nunber @ost _nane). If this variable is not defined, on UNIX LIM looks for the
licensein/usr/ 1l ocal /flexl nmlicenses/|icense. dat.On NT,LIM looks for

licensein C:\ fl exI M 1i censed.

Default: LSF_CONFDI R/ | i cense. dat

LSF_LIM_DEBUG

If LSF_LI M DEBUG s defined, the Load Information Manager (LIM) will operate in
single user mode. No security checking is performed, so LIM should not run as root.
LIM will not look in the services database for the LIM service port number. Instead, it
uses port number 36000 unless LSF_LI M _PORT has been defined. The valid values for
LSF_LI M DEBUGare 1 and 2. You should always choose 1 unless you are testing LSF.

Default: undefined

LSF_LIM_PORT, LSF_RES_PORT, LSB_MBD_PORT, LSB_SBD_PORT

Internet port numbers to use for communication with the LSF daemons. The port
numbers are normally obtained by looking up the LSF service names in the / et c/
servi ces file or the NIS (UNIX). If it is not possible to modify the service database,
these variables can be defined to set the port numbers.

With careful use of these settings along with the LSF_ENVDI Rand PATHenvironment
variables, it is possible to run two versions of the LSF software on a host, selecting
between the versions by setting the PATHenvironment variable to include the correct
version of the commands and the LSF_ENVDI R environment variable to point to the
directory containing the appropriate | sf. conf file.
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Default: get port numbers from services database on UNIX. On NT, these parameters
are mandatory.

LSF_LOGDIR

This is an optional definition on UNIX and a mandatory parameter on NT.

Error messages from all servers are logged into files in this directory. If a server is
unable to write in this directory, then the error logs are created in/ t mp on UNIX and
C:\tenpon NT.

UNI X IfLSF_LOGDI Ris notdefined, then sysl og is used to log everything to the
system log using the LOG_DAEMON facility. The syslog facility is available
by default on most UNIX systems. The / et ¢/ sysl og. conf file controls
the way messages are logged, and the files they are logged to. See the
manual pages for the sysl ogd daemon and the sys| og function for more
information.

Default: log messages go to sysl og

LSF_LOG_MASK

The message log level for LSF daemons. On UNIX, this is similar to syslog. All
messages logged at the specified level or higher are recorded; lower level messages are
discarded. The log levels in order from highest to lowest are:

e LOG_ALERT

e LOG_SALERT

« LOG_EMERG

+ LOG_ERR

e LOG_CRIT

* LOG_WARNING

* LOG_NOTICE
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« LOG_INFO
- LOG_DEBUG

The most important LSF log messages are at the LOG_ERRr LOG_WARNINGvel.
Messages at the LOG_INFOand LOG_DEBU®vel are only useful for debugging.

Note that although message log level implements similar functionalities to UNIX
syslog, there is no dependency on UNIX syslog. It works even if messages are being
logged to files instead of syslog.

Default: LOG_WARNING

LSF_MACHDEP

Specifies the directory where host type dependent files are installed. In clusters with a
single host type, LSF_MACHDER usually the same as LSF_INDEP. The machine
dependent files are the user programs, daemons, and libraries. You should not need to
modify this parameter.

Default: /usr/local/lsf

UNIX  LSF_MANDIR

Directory under which all manual pages are installed. The manual pages
are placed in the manl, man3, man5 and man8 subdirectories of the
LSF_MANDIRdirectory. This is created by the LSF installation process and
you should not need to modify this parameter.

Default: LSF_INDEP/man
Note

Manual pages are installed in a format suitable for BSD style man
commands.

LSF_MISC

Directory where miscellaneous machine independent files such as LSF example source
programs and scripts are installed.

LSF Bafch Administrator’s Guide 169



6 LSF Base Configuration Reference

Default: LSF_CONFDI R/ mi sc

LSF_RES_ACCT

If defined, RES will log task information by default (see | sf . acct (5)). If this
parameter is not defined, the LSF administrator must use the | sadni n command (see
| sadni n(8)) to turn task logging on after the RES has started up. A CPU time (in msec)
can be specified for the value for this parameter; only tasks that have consumed more
than the specified CPU time will be logged. If it is defined as LSF_RES_ACCT=0, all
tasks will be logged.

Default: undefined

LSF_RES_ACCIDIR

The directory where the RES task log file is stored. If LSF_RES ACCTDI Ris not
defined, log file is stored in the / t np directory.

Default: /tnp on UNI X. C:\tenp on NT.

LSF_RES_DEBUG

If LSF_RES DEBUGI s defined, the Remote Execution Server (RES) will operate in
single user mode. No security checking is performed, so RES should not run as root.
RES will not look in the services database for the RES service port number. Instead, it
uses port number 36002 unless LSF_RES PORT has been defined. The valid values for
LSF_RES DEBUGare 1 and 2. You should always choose 1 unless you are testing RES.

Default: undefined

UNIX  LSF_ROOT_REX
This is an optional definition.

If LSF_ROOT_REX is defined, RES accepts requests from the superuser
(root) on remote hosts, subject to identification checking. If
LSF_ROOT_REX s undefined, remote execution requests from user root are
refused. Sites that have separate root accounts on different hosts within the
cluster should not define LSF_ROOT_REX. Otherwise, this setting should
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be based on local security policies. If the value of this parameter is defined
to ‘al | ’, then root remote execution across the cluster is enabled. This
applies to LSF MultiCluster only. Setting LSF_ROOT _REX to any other
value only enables root remote execution within the local cluster.

Default: undefined. Root execution is not allowed.

LSF_SERVERDIR

Directory where all server binaries are installed. These include | i m r es, ni os,
sbat chd, mbat chd, and eevent d (for LSF JobScheduler only). If you use el i m
eaut h, eexec, esub, etc, they should also be installed in this directory.

Default: LSF_MACHDEP/ et ¢

LSF_SERVER_HOSTS

This defines one or more LSF server hosts that the application should contact to find a
Load Information Manager (LIM). This is used on client hosts where no LIM is running
on the local host. The LSF server hosts are hosts that run LSF daemons and provide
loading-sharing services. Client hosts are hosts that only run LSF commands or
applications but do not provide services to any hosts.

If LSF_SERVER HOSTS is not defined, the application tries to contact the LIM on the
local host. See ‘Associating Resources with Hosts’ on page 60 for more details about server
and client hosts.

The host names in LSF_SERVER HOSTS must be enclosed in quotes and separated by
white space; for example:

LSF_SERVER HOSTS="host A host D host B"
Default: undefined

LSF_STRIP_DOMAIN

This is an optional definition.

If all the hosts in your cluster can be reached using short host names, you can configure
LSF to use the short host names by specifying the portion of the domain name to
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remove. If your hosts are in more than one domain, or have more than one domain
name, you can specify more than one domain suffix to remove, separated by a colon “;’.

For example, given this definition of LSF_STRI P_DOVAI N:
LSF_STRI P_DOVAI N=. f 00. com . bar. com

LSF accepts hostA, hostA.foo.com, and hostA.bar.com as names for host hostA, and uses
the name hostA in all output. The leading period ‘.” is required.

Default: undefined

UNIX  LSF_USE_HOSTEQUIV
This is an optional definition.

If LSF_USE_HOSTEQUI V is defined, RES and nbat chd call the

ruser ok(3) function to decide if a user is allowed to run remote jobs. If
LSF_USE_HOSTEQUI V is not defined, all normal users in the cluster can
execute remote jobs on any host. If LSF_ROOT_REX is set, root can also
execute remote jobs with the same permission test as for normal users.

Default: undefined

UNIX"  XLSF_APPDIR
The directory where X application default files for LSF products are
installed. The LSF commands that use X look in this directory to find the
application defaults. Users do not need to set environment variables to use
the LSF X applications. The application default files are platform-
independent.

Default: LSF_| NDEP/ mi sc

UNIX  XLSF_UIDDIR

The directory where Motif User Interface Definition files are stored. These
files are platform-specific.
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Default: LSF_LI BDI R/ ui d

LSF_RES_RLIMIT_UNLIM

By default, the RES sets the hard limits for a remote task to be the same as the hard
limits of the local process. This parameter specifies those hard limits which are to be
set to unlimited, instead of inheriting those of the local process. Valid values are cpu,
fsi ze,dat a, st ack, cor e,and vimem for cpu, file size, data size, stack, core size, and
virtual memory limits, respectively.

For example:

LSF_RES RLIM T_UNLI M="cpu core stack"

will set the cpu, core size, and stack hard limits to be unlimited for all remote tasks.

Default: undefined

Note
The LSF_RES_RLIMIT_UNLIM parameter applies to LSF Base only.

The | sf. shar ed File

The | sf. shar ed file contains definitions that are used by all load sharing clusters.
This includes lists of cluster names, host types, host models, the special resources
available, and external load indices.

Clusters

The mandatory Cl ust er section defines all cluster names recognized by the LSF
system, with one line for each cluster.

The d ust er Nanme keyword is mandatory. All cluster names referenced anywhere in

the LSF system must be defined here. The file names of cluster-specific configuration
files must end with the associated cluster name.
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Begi n Cluster
Cl ust er Nane
clusterl
cluster2

End Cl uster

Host Types

The mandatory Host Type section lists the valid host type names in the cluster. Each
host is assigned a host type inthel sf. cl ust er. ¢/ ust er file. All hosts that can run
the same binary programs should have the same host type, even if they have different
models of processor. LSF uses the host type as a default requirement for task

placement. Unless specified otherwise, jobs are always run on hosts of the same type.

The TYPENAME keyword is mandatory. Host types are usually based on a combination
of the hardware name and operating system. For example, a HP-PA system runs the
HP-UX operating system, so you could assign the host type HPPA. If your site already
has a system for naming host types, you can use the same names for LSF.

Begi n Host Type
TYPENANMVE

SUN41

SOLSPARC

ALPHA

HPPA

NTX86

End Host Type

Host Models

The mandatory Host Model section lists the various models of machines and gives the
relative CPU speed for each model. LSF uses the relative CPU speed to normalize the
CPU load indices so that jobs are more likely to be sent to faster hosts. The MODEL NAMVE
and CPUFACTOR keywords are mandatory.

Generally, you need to identify the distinct host types in your system, such as MIPS

and SPARC first, and then the machine models within each, such as SparclPC, Sparcl,
Sparc2, and Sparcl0.
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Though itis not required, you would typically assign a CPU factor of 1.0 to the slowest
machine model in your system, and higher numbers for the others. For example, for a
machine model that executes at twice the speed of your slowest model, a factor of 2.0
should be assigned.

Begi n Host Mbdel
MODELNAME CPUFACTOR
Sparcl PC 1.0
Sparcl0 2.0

End Host Mbdel

The CPU factor affects the calculation of job execution time limits and accounting.

Using large values for the CPU factor can cause confusing results when CPU time
limits or accounting are used. See ‘Resource Limits’ on page 217 for more information.

Resources

The section Resource is optional. This section is used to define resource names. The
following keywords are supported:

RESOURCENANME

This parameter is mandatory for each resource to be configured. A resource name is an
arbitrary character string, except the following reserved names:

riss

The 15-second exponentially averaged CPU run queue length.
rim

The 1-minute exponentially averaged CPU run queue length.
rism

The 15-minute exponentially averaged CPU run queue length.
cpu

Alias for rim.
ut

The CPU utilization, exponentially averaged over the last minute, between 0
and 1.
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Pg

I's

| ogi ns

idle

tnp

swp

swap

ncpus

ndi sks
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The memory paging rate, exponentially averaged over the last minute, in
pages per second.

The disk 170 rate exponentially averaged over the last minute, in KBytes per
second.

The number of current login users.

Alias for Is.

The idle time of the host (keyboard not touched on all logged in sessions), in
minutes.

Alias for it.

The amount of free space in / t np, in MBytes.

The amount of currently available swap space, in MBytes.

Alias for swp.

The amount of currently available memory, in MBytes.

The number of CPUs on the host.

The number of local disks on the host.



maxmem
The maximum physical memory, in MBytes.

Maxswp
The maximum swap space, in MBytes.

mext np
The maximum space in the disk partition containing the / t np directory, in
MBytes.

cpuf
The processor CPU factor.

type
The host type.

nodel
The host model.

st at us
The host status.

A resource name cannot begin with a number, and cannot contain any of the following
characters:
O+ 1&1<>0=

TYPE
The TYPE is either boolean, numeric, or string. A boolean resource has a value
of 1 on hosts which have that resource, and 0 otherwise. If TYPE is not given,
the default type is boolean. Examples of boolean resource names include
spar c (architecture), sysv (System V Unix), f s (file server), cs (compute
server), and sol ar i s (operating system).

| NTERVAL
This parameter defines the time interval (in seconds) at which the resource is
sampled by the external LI M This keyword applies to dynamic resources only.
A dynamic resource changes its value over time. An ELI Mneeds to be
configured to sample and report this value to the LIM. If the resource has type
numeric and has | NTERVAL defined, then this resource becomes an external
load index. This way of defining an external load index obsoletes the
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Newl ndex section in the | sf. shar ed file. If | NTERVAL is not given, the
resource is considered static.

| NCREASI NG
This parameter applies to numeric resources only. If a larger value means a
greater load, then | NCREASI NGshould be defined as ‘Y’, otherwise ‘N

DESCRI PTI ON
This is a brief description of the resource. The information defined here will be
returned by thel s_i nf o() API call or printed out by the | si nf o command
as an explanation of the meaning of the resource.

RELEASE
This parameter controls whether a shared resource is released when a job is
suspended. RELEASE applies to numeric resources only, such as floating
licenses. When a job using a shared resource is suspended the resource is held
or released by the job depending on the configuration of this parameter.

Specify Nto hold the resource.

Specify Y to release the resource.

Default; Y

The | sf.cluster. cluster File

This is the load-sharing cluster configuration file. There is one such file for each load-
sharing cluster in the system. The cluster suffix must agree with the name defined in
the O ust er section of the | sf. shar ed file.

Parameters

The Par anet er s section is optional. This section contains miscellaneous parameters
for the LIM.
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PRODUCTS

The PRODUCTS line specifies which LSF product(s) will be enabled in the cluster. The
PRODUCTS line can specify any combination of the strings ‘LSF_Base’, ‘LSF_Bat ch’,
‘LSF_JobSchedul er’, ‘'LSF_Mul ti Cl ust er’, and ‘LSF_Anal yzer ’ to enable the
operation of LSF Base, LSF Batch, LSF JobScheduler, LSF MultiCluster, and LSF
Analyzer, respectively. If any of ‘LSF_Bat ch’, ‘LSF_JobSchedul er’, or

‘LSF_Mul ti C ust er’ are specified then ‘LSF_Base’ is automatically enabled as
well. Specifying the PRODUCTS line enables the feature for all hosts in the cluster.
Individual hosts can be configured to run as LSF Batch servers or LSF JobScheduler
servers within the same cluster. LSF MultiCluster is either enabled or disabled for
multicluster operation for the entire cluster.

The PRODUCTS line is created automatically by the installation program | sf set up.
For example:

Begi n Paraneters
PRODUCTS=LSF_Base LSF _Batch
End Paraneters

If the PRODUCTS line is not specified, the default is to enable the operation of
‘LSF_Base’and ‘LSF_Bat ch’.

Note
The features defined by the PRODUCTS line must match the license file used to serve
the cluster. A host will be unlicensed if the license is unavailable for the component it
was configured to run. For example, if you configure a cluster to run LSF JobScheduler
on all hosts, and the license file does not contain the LSF JobScheduler feature, then the
hosts will be unlicensed, even if there are licenses for LSF Base or LSF Batch.

Default: LSF_Base LSF_Bat ch

ELIMARGS

The ELI MARGS parameter specifies any necessary command line arguments for the
external LIM. This parameter is ignored if no external load indices are configured.

Default: none
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EXINTERVAL

The time interval (in seconds) at which the LIM daemons exchange load information.
On extremely busy hosts or networks, load may interfere with the periodic
communication between LIM daemons. Setting EXI NTERVAL to a longer interval can
reduce network load and slightly improve reliability, at the cost of slower reaction to
dynamic load changes.

Default: 15 seconds

ELIM_POLL_INTERVAL

The time interval in seconds in which the LIM daemon samples load information. This
parameter only needs to be set if an ELIM is being used to report information more
frequently than every 5 seconds.

Default: 5 seconds

HOST_INACTIVITY_LIMIT

An integer reflecting a multiple of EXI NTERVAL. This parameter controls the
maximum time a slave LIM will take to send its load information to the master LIM as
well as the frequency at which the master LIM will send a heartbeat message to its
slaves. A slave LIM can send its load information any time from EXI NTERVAL to
(HOST_I NACTI VI TY_LI M T- 2) * EXI NTERVAL seconds. A master LIM will send a
master announce to each host at least every EXI NTERVAL*HOST | NACTIMI TY LIM T
seconds.

Default: 5

MASTER_INACTIVITY_LIMIT

An integer reflecting a multiple of EXI NTERVAL. A slave will attempt to become
master if it does not hear from the previous master after (HOST _| NACTIVITY LIMT
+hostNo* MASTER | NACTI VI TY_LI M T) * EXI NTERVAL seconds where hostNo is the
position of the host inthe | sf. cl uster. c/ ust er file.

Default: 2
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PROBE_TIMEOUT

Before taking over as the master, a slave LIM will try to connect to the last known
master via TCP. This parameter specifies the time-out in seconds to be used for the
connect (2) system call.

Default: 2 seconds

RETRY_LIMIT

An integer reflecting a multiple of EXI NTERVAL. This parameter controls the number
of retries a master (slave) LIM makes before assuming the slave (master) is unavailable.
If the master does not hear from a slave for HOST | NACTI VI TY_LI M T exchange
intervals, it will actively poll the slave for RETRY_LI M T exchange intervals before it
will declare the slave as unavailable. If a slave does not hear from the master for
HOST_I NACTI VI TY_LI M T exchange intervals, it will actively poll the master for
RETRY_LI M T intervals before assuming the master is down.

Default; 2
LSF Administrators

The Cl ust er Admi ns section defines the LSF administrator(s) for this cluster. Both
UNIX user and group names may be specified with the ADM NI STRATORS keyword.
The LIM will expand the definition of a group name using the get gr nam(3) call. The
first administrator of the expanded list is considered the primary LSF administrator.
The primary administrator is the owner of the LSF configuration files, as well as the
working files under LSB_SHAREDI R/ ¢/ ust er. If the primary administrator is
changed, make sure the owner of the configuration files and the files under
LSB_SHAREDI R/ ¢! ust er are changed as well. All LSF administrators have the same
authority to perform actions on LSF daemons, jobs, queues, or hosts in the system.

For backwards compatibility, Cl ust er Manager and Manager are synonyms for
C ust er Adm ns and ADM NI STRATOR respectively. It is possible to have both
sections present in the same | sf. cl ust er. c/ ust er file to allow daemons from
different LSF versions to share the same file.

If this section is not present, the default LSF administrator is root. For flexibility, each

cluster may have its own LSF administrator(s), identified by a user name, although the
same administrator(s) can be responsible for several clusters.
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The ADM NI STRATOR parameter is normally set during the installation procedure.

Usethe - | optionofthe | scl ust er s(1) command to display all the administrators
within a cluster.

The following gives an example of a cluster with three LSF administrators. The user
listed first, user2, is the primary administrator.

Begi n Cl ust er Adni ns
ADM NI STRATORS = user?2 |sfgrp user?
End d uster Adm ns

Hosts

The Host section is the last section in | sf. cl ust er. ¢/ ust er and is the only
required section. It lists all the hosts in the cluster and gives configuration information
for each host.

The order in which the hosts are listed in this section is important. The LIM on the first
host listed becomes the master LIM if this host is up; otherwise, that on the second
becomes the master if its host is up, and so on.

Since the master LIM makes all placement decisions for the cluster, you want it on a
fast machine. Also, to avoid the delays involved in switching masters if the first
machine goes down, you want the master to be on a reliable machine. It is desirable to
arrange the list such that the first few hosts in the list are always in the same subnet.
This avoids a situation where the second host takes over as master when there are
communication problems between subnets.

Configuration information is of two types. Some fields in a host entry simply describe

the machine and its configuration. Other fields set thresholds for various resources.
Both types are listed below.

Descriptive Fields

The HOSTNAME, nodel , t ype, and RESOURCES fields must be defined in the Host
section. The ser ver, nd, RUNW NDOWand REXPRI fields are optional.
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HOSTNAME
The official name of the host as returned by host nane(1). Must be listed in
| sf. shar ed as belonging to this cluster.

nodel
Host model. Must be one of those defined in the | sf. shar ed file. This
determines the CPU speed scaling factor applied in load and placement
calculations.

type
A host type as defined in the Host Type section of | sf. shar ed. The strings
used for host types are decided by the system administrator. For example,
SPARC, DEC, or HPPA. The host type is used to identify binary-compatible
hosts.

The host type is used as the default resource requirement. That is, if no
resource requirement is specified in a placement request then the task is run
on a host of the same type as the sending host.

Often one host type can be used for many machine models. For example, the
host type name SUN41 might be used for any computer with a SPARC
processor running SUnOS 4.1. This would include many Sun models and quite
a few from other vendors as well.

server
1 if the host can receive jobs from other hosts, 0 otherwise. If ser ver is set to
0, the host is an LSF client. Client hosts do not run the LSF daemons. Client
hosts can submit interactive and batch jobs to an LSF cluster, but cannot
execute jobs sent from other hosts. If this field is not defined, then the default
is 1.

nd
The number of local disks. This corresponds to the ndi sks static resource. On
most host types, LSF automatically determines the number of disks, and the
nd parameter is ignored.

nd should only count local disks with file systems on them. Do not count either
disks used only for swapping or disks mounted with NFS.

Default: the number of disks determined by the LIM, or 1 if the LIM cannot
determine this
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RESOURCES
Boolean resources available on this host. The resource names are strings
defined in the Resour ce section of the file | sf. shar ed. You may list any
number of resources, enclosed in parentheses and separated by blanks or tabs.
For example, (fs frame hpux).

RUNW NDOW
Dispatch window during which the LIM recommends this host for task
execution. When the host is not available for remote execution, the host status
is| ockW(locked by run window). LIM does not schedule interactive tasks on
hosts locked by dispatch windows. Note that LSF Batch uses its own (optional)
host dispatch windows to control batch job processing on batch server hosts.

A dispatch window consists of one or more time windows. See ‘How LSF Batch
Schedules Jobs’ on page 19 for a description of the format of time window
specifications.

Default: always accept remote jobs

UNIX  REXPRI
The default execution priority for interactive remote jobs run
under the RES. Range: -20 to 20. REXPRI corresponds to the BSD
style nice value used for remote jobs. For hosts with System V style
nice values with the range 0 - 39, a REXPRI of -20 corresponds to a
nice value of 0 and +20 corresponds to 39. Higher values of
REXPRI correspond to lower execution priority; -20 gives the
highest priority, 0 is the default priority for login sessions, and +20
is the lowest priority.

Default: 0

Threshold Fields

The LIM uses these thresholds in determining whether to place remote jobs on a host.
If one or more LSF load indices exceeds the corresponding threshold (too many users,
not enough swap space, etc.), then the host is regarded as busy and LIM will not
recommend jobs to that host.

Note

The CPU run queue length threshold values (r 15s, r 1m and r 15m) are taken as
effective queue lengths as reported by | sl oad - E.
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All of these fields are optional; you only need to configure thresholds for load indices
you wish to use for determining whether hosts are busy. Fields that are not configured
are not considered when determining host status.

Thresholds can be set for any load index supported internally by the LIM, and for any
external load index (see ‘Load Thresholds’ on page 216).

This example Host section contains descriptive and threshold information for two
hosts.

Begi n Host

HOSTNAME nodel type server rilm pg tnp RESOURCES RUNW N
DOW

host A Spar cl PC Sparc
host D Sparcl0 Sparc
-08: 00)

End Host

0 (sunos) O

1 3.5 15
1 3.5 15 0 (sunos frane) (18:00

Resource Map

Resour ceMap section is needed when you define shared resources in your cluster.
This section specifies the mapping between shared resources and their sharing hosts.
When you define resources in the Resour ces section of | sf. shared fil e, thereis
no distinction between a shared and non-shared resource. By default, all resources are
not shared and are local to each host. By defining Resour ceMap section, you can
define resources that are shared by all hosts in the cluster, or resources that are shared
by only some of the hosts in the cluster.

This section must appear after the Host section of the | sf. cl uster. cl ust er file
because it has a dependency on host names defined in the Host section. The following
parameters must be defined in the Resour ceMap section:

RESOURCENAME

The name of the resource. This resource name must be defined in the
Resour ce section of the | sf. shar ed file.
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LOCATION
This defines the hosts that share the resource. For a static resource, the value
must be defined here as well. The syntax is:

(value@instance] ...)

You must not define a value for adynamic resource. i nst ance isalist of host
names that share an instance of the resource. The reserved words, al | ,
ot her s, and def aul t can be specified for the instance:

al |
Indicates that there is only one instance of the resource in the whole
cluster, and that this resource is shared by all of the hosts.

ot hers
Indicates that the rest of the server hosts not explicitly listed in the
LOCATI ONfield comprise one instance of the resource.

For example,
2@ appl e] 4@ ot her s]

Indicates that there are 2 units of the resource on apple, and 4 units of
the resource shared by all other hosts.

def aul t
Indicates an instance of a resource on each host in the cluster. This
specifies a special case where the resource is in effect not shared and
is local to every host. def aul t means at each host. Normally you
should not need to use def aul t because by default all resources are
local to each host. You might want to use Resour ceMap for a non-
shared static resource if you need to specify different values for the
resource on different hosts.

The Resour ceMap section may be specified as demonstrated in the following
example:

Begi n Resour ceMap

RESOURCENAME  LOCATI ON
veril og [all]
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| ocal ([ appl e orange] [others])
End Resour ceMap

The resources, "veri | 0g" and "synopsys" must already have been defined in the
RESOURCE section of the | sf. shar ed file. "veri | 0og" is a static numeric resource
shared by all hosts. The value forveri | og is5."l ocal " is a numeric shared resource
that contains two instances in the cluster. The first instance is shared by two machines,
appl! e and or ange. The second instance is shared by all other hosts.

Resources defined in the Resour ceMap section can be viewed by "- s" option of the
| shost s (for static resource) and | sl oad (for dynamic resource) commands.

The | sf.task and | sf.task. c/ ust er Files

Users should not have to specify a resource requirement each time they submit a job.
LSF supports the concept of a task list.

A task list is a list maintained by LSF that keeps track of the default resource
requirements for different applications. The term task refers to an application name.
With a task list defined, LSF automatically supplies the resource requirement of the job
whenever users submit a job unless one is explicitly specified together with the job
submission.

LSF takes the job’s command name as the task name and uses that name to find the
matching resource requirement for the job from the task list. If a task does not have an
entry in the task list, then LSF assumes the default resource requirement, that is a host
that has the same host type as the submission host will be chosen to run the job.

LSF’s task list can be configured at three levels: a system-wide task list that applies to
all clusters and all users, a cluster-wide task list that applies to all users in the same
cluster, and a user task list that applies only to the user. The system-wide task list and
the cluster-wide task list are configured by the | sf. task and | sf. t ask. cl uster
files and are only modified by the cluster administrator. The user-specific task list is
maintained inthe. | sft ask file in the user’s home directory. Users use thel srt asks
command to manipulate his/her own task list.
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LSF combines the system-wide, cluster-wide, and user-specific task lists for each user’s
view of the task list. In cases of conflicts, such as different resource requirements
specified for the same task name in different lists, the cluster-wide list overrides
system-wide list, and user-specific list overrides both.

Each task list file contains a Renpt eTasks section that maps task names to resource
requirements, one task per line. Each line in the section is an entry consisting of a task
name and a resource requirement string separated by a slash ‘/ . A plus sign ‘+’or a
minus sign ‘-’ can optionally precede each entry. If no ‘+’or ‘- " is specified, then ‘+’ is
assumed. A ‘+’ before a task name means adding a new entry (if non-existent) or
replacing an entry (if already existent) in the task list. A ‘- " before a task name means
removing an entry from the application’s task lists if it was already created by reading
higher level task files.

Below is an example of a task list file:

Begi n Renot eTasks

+ "new ob/ men»25"

+ "verilog/sel ect[type==any && swp>100]"
+ "f77/type==any"

+ "conpressdir/fs"

End Renot eTasks

The host s File

If your LSF clusters include hosts that have more than one interface and are configured
with more than one official host name, you must either modify the host name
configuration or create a private hosts file for LSF to use. The LSF hosts file is stored in
LSF_CONFDI R. The format of LSF_CONFDI R/ host s is the same as for the / et ¢/
host s file.

For every host that has more than one official name, you must duplicate the host s
database information except that all entries for the host should use the same official
name. Configure all the other names for the host as aliases so that people can still refer
to the host by any name. For example, if your / et ¢/ host s file contains
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AA. AA. AA. AA host-AA host # first interface
BB. BB. BB. BB host - BB # second interface

then the LSF_CONFDI R/ host s file should contain:

AA. AA. AA. AA host host-AA # first interface
BB. BB. BB. BB host host-BB # second interface

The LSF hosts file should only contain entries for host with more than one official
name. All other hosts names and addresses are resolved using the default method for
your hosts. See ‘Hosts, Machines, and Computers’ on page 3 for a detailed discussion of
official host names.

The | sf. sudoers File

The format of this file is very similar to that of the | sf. conf file (see ‘The Isf.conf File’
on page 161). Each line of the file is a NAME=VAL UE statement, where NAME describes an
authorized operation and VALUE is a single string or multiple strings enclosed in
quotes. On UNIX, lines starting with ‘#' are comments and are ignored. On UNIX, the
| sf. sudoer s file is optional.

On Windows NT, except forthe LSF_LOCAL_ADM N_GROUP variable, the parameters
described in the | sf. sudoer s file are described in a Registry key located at

HKEY LOCAL_MACHI NE\ SYSTEM Cur r ent Cont r ol Set\ Servi ces\ LSF

Servi ce\l sf. sudoers.

The following variables are defined:

LSF_LOCAL_ADM N_CGROUP
Windows NT only. This is a Registry key that defines the local LSF
administrators group. Members of this user group are assigned privileges that
allow them to start and stop the LSF services.

The location of this value in the Registry is:
HKEY_LOCAL_MACHI NE\ SYSTEM Cur r ent Contr ol Set\ Servi ces\LSF Service

Default value: LSF Local Adni ns
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LSF_STARTUP_USERS

UNIX only. This variable is equivalent to the local LSF administrators group
in Windows NT, and it enables a list of specified users to start LSF daemons

using the LSF administration commands | sadmi n and badni n. By default,

root is the only user who can start up the LSF daemons as root, and | sadni n
and badm n must be installed as setuid root programs.

LSF_STARTUP_USERS="user1 userZ2"'
This allows listed users to perform the startup operations. If this list
contains only one user, quotes are not necessary.

LSF_STARTUP_USERS = all _adnins
This allows all the LSF administrators configured in the
| sf.cluster. cl uster file to start up LSF daemons using the
| sadmi n and badni n commands.

CAUTION!

Defining LSF_STARTUP_USERS as al | _adm ns incurs some security risk
because administrators can be configured by a primary LSF administrator

who is not root. You should explicitly list the login names of all authorized
administrators here so that you have full control of who can start daemons
as root.

LSF_STARTUP_PATH

The absolute pathname of the directory where the server binaries, namely
I i mres, shat chd, are installed. This is normally LSF_SERVERDI R as
defined in your | sf. conf file. LSF will allow the specified administrators
(see LSF_STARTUP_USERS or LSF_LOCAL_ADM N_CROUP) to start the
daemons installed in the LSF_STARTUP_PATH directory.

On UNIX, both LSF_STARTUP_USERS and LSF_STARTUP_PATH must be
defined for this feature to work.

LSB_PRE_POST_EXEC USER
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This parameter defines the authorized user for the LSF Batch queue level pre-
execution and post-execution commands. These commands can be configured
at the queue level by the LSF administrator. If LSB_PRE_POST _EXEC USERIis
defined, the queue level pre-execution and post-execution commands will be
run as the user defined. If this parameter is not defined, the commands will be



run as the user who submitted the job. In particular, you can define this
variable if you need to run commands as root on UNIX.

See ‘Pre- and Post-execution Commands’ on page 36 for details of pre-execution
and post-execution.

You can only define a single username in this parameter.

LSF_EAUTH_USER
This defines the username to run the external authentication executable,
eaut h. If this is parameter is not defined, then eaut h will be run as the
primary LSF administrator. See ‘External Authentication’ on page 11 for an
explanation of external authentication.

LSF_EAUTH_KEY
This defines a key the eauth uses to encrypt and decrypt the user
authentication data. If this parameter is not defined, then eauth will encrypt
and decrypt authentication data using an internal key.

This parameter gives the user site a chance to improve their security. The rule
of choosing the key is same as choosing the password. If you want to change
the key, you should modify the Isf.sudoers file on every host. For the hosts to
work together, they must all use the same key.

See ‘External Authentication’ on page 11 for an explanation of external
authentication.

LSF_EEXEC_USER
This defines the user name to run the external execution command, eexec. If
this parameter is not defined, then eexec will be run as the user who
submitted the job. See ‘External Submission and Execution Executables’ on page 42
for an explanation of external execution.
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/. LSF Batch Configuration Reference

This chapter describes the LSF Batch configuration files | sb. par ans, | sb. users,
| sb. host s, and | sh. queues. These files use the same horizontal and vertical
section structure as the LIM configuration files (see ‘Configuration File Formats’ on
page 52. All LSF Batch configuration files are found in the LSB_CONFDI R/ cluster
confi gdi r directory.

The | sb. par ans File

The | sb. par ans file defines general parameters used by the LSF Batch cluster. This
file contains only one section.

Most of the parameters that can be defined in the | sb. par ans file control timing
within the LSF Batch system. The default settings provide good throughput for long
running batch jobs while adding a minimum of processing overhead in the batch
daemons.

Parameters

This section and all the keywords in this section are optional. If keywords are not
present, LSF Batch assumes default values for the corresponding keywords. The valid
keywords for this section are:

DEFAULT_QUEUE = queue. ..
DEFAULT _QUEUE lists the names of LSF Batch queues defined in the
| sb. queues file. When a user submits a job to the LSF Batch system without
explicitly specifying a queue and the user’s environment variable
LSB DEFAULTQUEUE is not set, LSF Batch queues the job in the first default
queue listed that satisfies the job’s specifications and other restrictions.
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If this keyword is not present or no valid value is given, then LSF Batch
automatically creates a default queue named def aul t with all the default
parameters (see ‘The Isb.queues File’ on page 208

DEFAULT_ HOST_SPEC = host_spec
host _spec must be ahost name defined inthel sf. cl ust er. ¢/ ust er file,
or a host model defined in the | sf . shar ed file.

The CPU time limit defined by the CPULI M T parameter in the | sb. queues
file or by the user through the - ¢ cpu_limitoption of the bsub command is
interpreted as the maximum number of minutes of CPU time that a job may
run on a host of the default specification. When a job is dispatched to a host for
execution, the CPU time limit is then normalized according to the execution
host’s CPU factor.

If DEFAULT_HOST_SPEC s defined in both the | sb. par ans file and the

| sb. queues file for an individual queue, the value specified for the queue
overrides the global value. If a user explicitly gives a host specification with
the CPU limit when submitting a job, the user specified host or host model
overrides the values defined in both the | sb. par ans and the | sh. queues
files.

Default: the fastest batch server host in the cluster.

DEFAULT _PRQIECT = proj_name
The default project name for jobs. When a user submits a job without
specifying any project name, and the user’s environment variable
LSB_DEFAULTPRQIECT is not set, LSF Batch automatically assigns the job to
this default project name. On IRIX 6, the project name must be one of the
projects listed inthe/ et ¢/ pr oj ect (4) file. On all other platforms, the project
name is a string used for accounting purposes.

Default: If this parameter is not present, LSF Batch uses def aul t as the
default project name.

MBD_SLEEP_TI ME = integer
The LSF Batch job dispatching interval. It determines how often the LSF Batch
system tries to dispatch pending batch jobs.
Default: 60 (seconds).

SBD_SLEEP_TI ME = integer
The LSF Batch job checking interval. It determines how often the LSF Batch
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system checks the load conditions of each host to decide whether jobs on the
host must be suspended or resumed.

Default: 30 (seconds).

JOB_ACCEPT_I NTERVAL = integer
The number of MBD_SLEEP_TI ME periods to wait after dispatching a job to a
host, before dispatching a second job to the same host. If
JOB_ACCEPT _| NTERVAL is zero, a host may accept more than one job in each
job dispatching interval (MBD_SLEEP_TI VE).

Default: 1.

MAX_SBD_FAI L = integer
The maximum number of retries for reaching a non-responding slave batch
daemon, sbat chd. The interval between retries is defined by
MBD_SLEEP_TI ME. If the master batch daemon fails to reach a host, and has
retried MAX_SBD_FAI L times, the host is considered unavailable. When a host
becomes unavailable the nbat chd assumes that all jobs running on that host
have exited, and all rerunable jobs (jobs submitted with the bsub -r option)
are scheduled to be rerun on another host.

Default: 3.

CLEAN_PERI OD = integer
The amount of time that job records for jobs that have finished or have been
killed are kept in-core in the master batch daemon after they have finished.
Users can still see all jobs after they have finished using the bj obs command.
For jobs that finished more than CLEAN_PERI OD seconds ago, use the bhi st
command.

Default; 3600 (seconds).

MAX_JOB_NUM = integer
The maximum number of finished jobs whose events are to be stored in an
event log file (see thel sh. event s(5) manual page). Once the limit is reached,
the nbat chd switches the event log file. See ‘LSF Batch Event Log’ on page 80

Default: 1000.

H ST_HOURS = integer
The number of hours of resource consumption history taken into account
when calculating the priorities of users in a host partition (see ‘Host Partitions’
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on page 206) or a fairshare queue (see ‘The Isb.queues File’ on page 208 his
parameter is meaningful only if a fairshare queue or a host partition is defined.
In calculating a user’s priority, LSF Batch uses a decay factor which scales the
CPU time used by the user’s jobs such that 1 hour of CPU time used is
equivalent to 0.1 hour after H ST_HOURS have elapsed.

Default: five (hours).

PG SUSP I T = integer
The time interval (in seconds) that a host should be interactively idle (it > 0)
before jobs suspended because of a threshold on the pg load index can be
resumed. This parameter is used to prevent the case in which a batch job is
suspended and resumed too often as it raises the paging rate while running
and lowers it while suspended. If you are not concerned with the interference
with interactive jobs caused by paging, the value of this parameter may be set
to 0.

Default: 180 (seconds).

MAX_JOB_ARRAY_SI ZE
The MAX_JOB_ARRAY_SI ZE parameter issetinthe in | sb. par ans file. This
parameter specifies the maximum size of a job array that can be created by a
user for a single job submission. A large job array allows a user to submit a
large number of jobs to the system with a single job submission.

Maxi mum val ue: 2046 (jobs)
Defaul t val ue: 1000 (j obs)
UNIX  JOB_TERM NATE_I NTERVAL

This parameter specifies the time interval between sending S| G NT,
SI GTERM and SI &Kl LL when terminating a job. When a job is terminated,
the job is sent SI A NT, SI GTERM and S| GKI LL in sequence with a sleep
time of JOB_TERM NATE_| NTERVAL between sending the signals. This
allows the job to clean up if necessary.
Default: 10 (seconds).

CPU_TI ME_FACTOR
Weighting factor for the CPU time consumed by a user in calculating that
user's fairshare priority in a fairshare queue or host partition.
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Default: 0.7.

RUN_TI ME_FACTOR
Weighting factor for the run time consumed by a user in calculating the user’s
fairshare priority in a fairshare queue or host partition.

Default: 0.7.

RUN_JOB_FACTOR
Weighting factor for the number of job slots used or reserved by a user in
calculating the user’s fairshare priority in a fairshare queue or host partition.

Default: 3.0.
Handling Cray NQS Incompadatibilities

Cray NQS is incompatible with some of the public domain versions of NQS. Even
worse, different versions of NQS on Cray are incompatible with each other. If your
NQS server host is a Cray, some additional parameters may be needed for LSF Batch
to understand the NQS protocol correctly.

If the NQS version on a Cray is NQS 80.42 or NQS 71.3, then no extra setup is needed.
For other versions of NQS on a Cray, you need to define NQGS_REQUESTS FLAGS and
NQS_QUEUES FLAGS.

NQS_REQUESTS_FLAGS = integer
If the version is NQS 1.1 on a Cray, the value of this flag is 251918848.

For other versions of NQS on a Cray, see ‘Handling Cray NQS Incompatibilities’
on page 2730 get the value for this flag.

NQS_QUEUES FLAGS = integer
See ‘Handling Cray NQS Incompatibilities’ on page 2#38get the value for this
flag. This flag is used by LSF Batch to get the NQS queue information.
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The | sb. user s File

The |l sb. user s file contains configuration information about individual users and
groups of users in an LSF Batch cluster. This file is optional.

UNIX/NT User Groups

User groups defined by UNIX/NT often reflect certain relationships among users. It is
natural to control computer resource access using UNIX/NT user groups.

You can specify a UNIX/NT group anywhere an LSF Batch user group can be
specified. On UNIX groups recognized by LSF Batch are the groups that are returned
by a get gr nam(3) call. Note that only group members listed in the / et ¢/ gr oup file
or the gr oup. byname NIS map are accepted; the user’s primary group as defined in
the / et ¢/ passwd file is ignored. On NT, groups are obtained from the primary
domain controller.

If both an individual user and a UNIX/NT group have the same name, LSF assumes
that the name refers to the individual user. In this case you can specify the UNIX/NT
group name by appending a slash ‘7’ to the group name. For example, if you have both
a user and a group named adni n on your system, LSF interprets admi n as the name
of the user, and adni n/ as the name of the group.

Limitations

Although it is convenient to use UNIX groups as LSF Batch user groups, it may
produce unexpected results if the UNIX group definitions are not homogeneous across
machines. The UNIX groups picked up by LSF Batch are the groups obtained by calling
get gr nan(3) on the master host. If the master host later changes to another host, the
groups picked up might be different.

This will not be a problem if all the UNIX user groups referenced by LSF Batch
configuration files are uniform across all hosts in the LSF cluster.

LSF Batch User Groups

A user group is a group of users with a name assigned. User groups can be used in
defining the following parameters in LSF Batch configuration files:
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« USERSinthel sh. queues file for authorized queue users.
« USER _NAME in thel sb. user s file for user job slot limits.

« USER_SHARES (optional) in thd sb. host s file for host partitions or in the
| sb. queues file for queue fairshare policies.

The optional User Gr oup section begins with a line containing the mandatory
keywords GROUP_NAME and GROUP_MEMBER. Each subsequent line defines a single
group. The first word on the line is the group name. The rest of the line contains a list
of group members, enclosed in parentheses and separated by white space. A group can
be included in another group; this means that every member of the first group is also
a member of the second.

A user or group can be a member of more than one group. The reserved nameal | can
be used to specify all users.

Begi n User Group

GROUP_NAME ~ GROUP_MEMBER

eng_users (userl user4 user5 user®b)
tech_users (eng_users user7)

acct _users (user2 user3 userl)

End User Group

Share Tree Defined in User Groups

User groups in LSF Batch can also be configured in a hierarchical way to form a share
tree for hierarchical fairshare purpose. See ‘Hierarchical Fairshare’ on page 11¥or the
concept of hierarchical fairshare.

To configure a share tree, the keyword USER _SHARES can be used in the User Gr oup
section. The USER_SHARES parameter is a list of [nane, shar es] pairs, where nane is
a user name or user group name. shar es is a positive integer specifying the number
of shares this user or user group has.

shar es determine the static priority of users or user groups relative to each other. So

the values of shares only make relative sense. The share tree defined in this section has
no effect unless it is actually used by a share provider, such as a queue or host partition.
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An example of a share tree configuration is described in ‘Understanding How Fairshare
Works’ on page 119

External User Groups

LSF Batch supports the notion of an external user group. An external user group is a
user group whose membership users are not statically configured, but are instead
retrieved by running an external executable egroup in the directory specified by
LSF_SERVERDI R. This feature allows a site to maintain group definitions outside of
LSF and imported them into LSF Batch configuration at initialization time.

egr oup is invoked with the arguments - u user _group_nane"and isrunasthe LSF
administrator during mbatchd startup time. egr oup must write the user names for the
group to its standard output, with each name being separated by white space.

To tell LSF Batch that the group members should be retrieved using egr oup, simply
put "!" in the GROUP_MEMBER column of the configuration file. For example:

Begi n User Group

GROUP_NANME GROUP_MEMBER
regul ar _users (user 1l user?2 user3 user4)
part _tine_users (")

End User Group
User and Group Job Slot Limits

Each user or user group can have a cluster-wide job slot limit and a per-processor job
slot limit. These limits apply to the total number of job slots used by batch jobs owned
by the user or group, in all queues. LSF Batch only dispatches the specified number of
jobs at one time; if the user submits too many jobs, they remain pending and other
users’ jobs are run if hosts are available.

Detailed descriptions about job slot limits and how they are enforced by LSF Batch are
described in ‘User Job Slot Limits’ on page 27

If a job slot limit is specified for a user group, the total number of job slots used by all

users in that group are counted. If a user is a member of more than one group, each of
that user’s jobs is counted against the limit for all groups to which that user belongs.
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This file can also contain a User section. The first line of this section gives the
keywords that apply to the rest of the lines. The possible keywords include:

USER_NANME
Name of a user or user group. This keyword is mandatory. If the name is a
group name and the name is appended with an ‘@, the job slot limits defined

apply to each user in that group, as you could otherwise do by listing each user
in that group in separate entries in this section.

MAX_JOBS

System-wide job slot limits. This limits the total number of job slots this user
or user group can use at any time.

JL/ P

Per processor job slot limit. This limits the maximum number of job slots this
user or user group can use per processor. This number can be a fraction such
as 0.5 so that it can also serve as a per-host limit. This number is rounded up
to the nearest integer equal to or greater than the total job slot limits for a host.
For example, if JL/ Pis 0.5, on a 4-CPU multi-processor host, the user can only

use up to 2 job slots at any time. On a uni-processor machine, the user can use
1 job slot.

The reserved user name def aul t can be used for USER_NAME to set a limit for each
user or group not explicitly named. If no default limit is specified, users and groups
not listed in this section can run an unlimited number of jobs.

The default per-user job slot limit also applies to groups. If you define groups with
many users, you may need to configure a job slot limit for that group explicitly to
override the default setting.

Begi n User

USER_NAME  MAX JOBS JL/P
user 3 10 -
user 2 4 1
eng_users@ 10 1
def aul t 6 1
End User
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The | sb. host s File

The |l sb. host s file contains host related configuration information for the batch
server hosts in the cluster. This file is optional.

Host Section

The optional Host section contains per-host configuration information. Each host, host
model or host type can be configured to run a maximum number of jobs and a limited
number of jobs for each user. Hosts, host models or host types can also be configured
to run jobs only under specific load conditions or time windows.

If no hosts, host models or host types are named in this section, LSF Batch uses all hosts
in the LSF cluster as batch server hosts. Otherwise, only the named hosts, host models
and host types are used by LSF Batch. Ifaline in the Host section lists the reserved host
name def aul t, LSF Batch uses all hosts in the cluster and the settings on that line
apply to every host not referenced in the section, either explicitly or by listing its model
or type.

Note
When you modify the cluster by adding or removing hosts, no changes are madeto the
| sb. host s file. This does not affect the def aul t configuration, but if hosts, host
models, or host types are specified in thisfile, you should check thisfile whenever you
make changes to the cluster, and update it manually if necessary.

The first line of this section gives the keywords that apply to the rest of the lines. The
keyword HOST_NAME must appear. Other supported keywords are optional.

HOST_NAME
The name of a host defined inthe | sf. cl ust er. c/ ust er file, a host model
or host type defined in the | sf . shar ed file, or the reserved word def aul t .

MXJ
The maximum number of job slots for the host. On multiprocessor hosts MXJ
should be set to at least the number of processors to fully use the CPU
resource.

Default: unlimited.
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JL/U

The maximum number of job slots any single user can use on this host at any
time. See ‘Job Slot Limits’ on page 26r details of job slot limits.

Default: unlimited.

DI SPATCH_W NDOW

MG

riss,r

Times when this host will accept batch jobs.

Dispatch windows are specified as a series of time windows. See ‘How LSF
Batch Schedules Jobs’ on pageft® detailed format of time windows.

Default: always open.

Note
Earlier versions of LSF used the keyw&dN W NDOWinstead of
DI SPATCH_W NDOWin thel sb. host s file. This keyword is still accepted
to provide backward compatibility.

Migration threshold in minutes. If a checkpointable or rerunable job
dispatched to this host is suspended for more than M Gminutes, the job is
migrated. The suspended job is checkpointed (if possible) and killed. Then LSF
restarts or reruns the job on another suitable host if one is available. If LSF is
unable to rerun or restart the job immediately, the job reverts to PEND status
and is requeued with a higher priority than any other submitted job, so it is
rerun or restarted before other queued jobs are dispatched.

Each LSF Batch queue can also specify a migration threshold. Jobs are
migrated if either the host or the queue specifies a migration threshold. If MIG
is defined both here and in| sb. queues, the lower threshold is used.

Jobs that are neither checkpointable nor rerunable are not migrated.
Default: no automatic migration.

Imr15mut,pg,io,ls,it,tnp, swp, mem name

Scheduling and suspending thresholds for the dynamic load indices
supported by LIM, including external load index names. Each load index
column must contain either the default entry or two numbers separated by a
slash ‘/’, with no white space. The first number is the scheduling threshold for
the load index; the second number is the suspending threshold. See Section 4,
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‘Resources’, beginning on page 8bthe LSF Batch User’'s Guidfor complete
descriptions of the load indices.

Each LSF Batch queue also can specify scheduling and suspending thresholds
inl sb. queues. If both files specify thresholds for an index, those that apply
are the most restrictive ones apply.

Default: no threshold.

CHKPNT
Defines the form of checkpointing available. Currently, only the value ‘C' is
accepted. This indicates that checkpoint copy is supported. With checkpoint
copy, all opened files are automatically copied to the checkpoint directory by
the operating system when a process is checkpointed. Checkpoint copy is
currently supported only on ConvexQOS.

Default: no checkpoint copy.

The keyword line should name only the load indices that you wish to configure on a
per-host basis. Load indices not listed on the keyword line do not affect scheduling
decisions.

Each following line contains the configuration information for one host, host model or
host type. This line must contain one entry for each keyword on the keywords line. Use
empty parentheses ‘()’ or a dash ‘-’ to specify the default ‘don’t care’ value for an entry.
The entries in a line for a host override the entries in a line for its model or type.

Begi n Host

HOST_NAME MKJ JL/U  rim pg Dl SPATCH W NDOWV

host A 1 - 0.6/1.6 10/20 (5:19:00-1:8:30 20:00-8:30)
SUNSCL 1 - 0.5/2.5 - 23:00- 8: 00

def aul t 2 1 0.6/1.6 20/40 ()

End Host

This example Host section shows host-specific configuration for a host and a host
type, along with default values for all other load-sharing hosts. Host hostA runs one
batch job at a time. A job will only be started on hostA if the r 1mindex is below 0.6 and
the pg index is below 10; the running job is stopped if the r Imindex goes above 1.6 or
the pg index goes above 20. Host hostA only accepts batch jobs from 19:00 on Friday
evening until 8:30 Monday morning, and overnight from 20:00 to 8:30 on all other days.
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For hosts of type SUNSOL, the pg index does not have host-specific thresholds and such
hosts are only available overnight from 23:00 to 8:00. SUNSOL must be a host type
defined in the | sf. shar ed file.

The entry with host name default applies to each of the other hosts in the LSF cluster.
Each host can run up to two jobs at the same time, with at most one job from each user.
These hosts are available to run jobs at all times. Jobs may be started if the r Lmindex
is below 0.6 and the pg index is below 20, and a job from the lowest priority queue is
suspended if r Lmgoes above 1.6 or pg goes above 40.

Host Groups

The Host Gr oup section is optional. This section defines names for sets of hosts. The
host group name can then be used in other host group, host partition, and batch queue
definitions, as well as on an LSF Batch command line. When a host group name is used,
it has exactly the same effect as listing all of the host names in the group.

Host groups are specified in the same format as user groups in the | sb. user s file.

The host group section must begin with a line containing the mandatory keywords
GROUP_NAME and GROUP_MEMBER. Each other line in this section must contain an
alphanumeric string for the group name, and a list of host names or previously defined
group names enclosed in parentheses and separated by white space.

Host names and host group names can appear in more than one host group. The
reserved name al | specifies all hosts in the cluster.

Begi n Host Group

GROUP_NAME  GROUP_MEMBER
Iicencel (host A host D)
sys_hosts (hostF |icensel hostK)
End Host G oup

This example section defines two host groups. The group | i censel contains the hosts

hostA and hostD; the group sys _host s contains hostF and hostK, along with all hosts
in the group | i censel. Group names must not conflict with host names.
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External Host Groups

LSF Batch allows host membership to be maintained outside LSF Batch and imported
into LSF Batch configuration at initialization time. An executeable egr oup in the
LSF_SERVERDI Rdirectory is invoked to obtain the list of members for a given host
group. The egr oup should be invoked with argument "- m host _hgr oup_nane".
The group members, separated by spaces, should be written to the standard output
stream of egr oup. The egr oup is run as the LSF administrator during nbat chd
startup time.

To tell LSF Batch that the group membership should be retrieved via egr oup, simply
put "I" in the GROUP_MEMBER column of the HostGroup section. For example:

Begi n Host Group

GROUP_NAME GROUP_MEMBER
Bi g_servers (")
desk_t ops (host1l host2 host3 host4)

End Host G oup
Host Partitions

The HostPartition section is optional, and you can configure more than one such
section. See ‘Controlling Fairshare’ on page 118r more discussions of fairshare and
host partitions.

Each Host Partition section contains a list of hosts and a list of user shares. Each host
can be named in at most one host partition. Hosts that are available for batch jobs, but
not included in any host partition are shared on a first-come, first-served basis. The
special host name al | can be specified to configure a host partition that applies to all
hosts in a cluster.

Each user share contains a single user name or user group name, and an integer
defining the shares available to that user. The special user name ‘ot her s’ can be used
to configure total shares for all users not explicitly listed. The special name ‘def aul t’
configures the default per-user share for each user not explicitly named. Only one of
ot her s or def aul t may be configured in a single host partition.
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Note
Host partition fairshare scheduling is an alternative to queue level fairshare
scheduling. You cannot use both in the same LSF cluster.

The following example shows a host partition applied to hosts hostA and hostD:

Begi n HostPartition

HPART_NAME = partl

HOSTS = host A hostD

USER SHARES = [eng_users, 7] [acct_users, 3] [others, 1]
End HostPartition

In the example, the total of all the shares is 7 + 3 + 1 = 11. This host partition specifies
that all users in the user group eng_user s should get 7/11 of the resources, the
acct _user s group should get 3/11, and all other users together get 1/11.

Note that the shares for a group specify the total share for all users in that group, unless
the group name has a trailing ‘@’. In this case, the share is for each individual user in
the group. If you want to further divide shares allocated to a group among group
members, you can define a share tree for the group in the Isb.users file. See ‘Hierarchical
Fairshare’ on page 117or more details.

Fairshare is only enforced when jobs from more than one user or group are pending.
If only one user or group is submitting jobs, those jobs can take all the available time
on the partitioned hosts. If another user or group begins to submit jobs, those jobs are
dispatched first until the shares reach the configured proportion.

The following example shows a host partition that gives users in the eng_user s
group very high priority, but allows jobs from other users to run if there are no jobs
from the eng_user s group waiting:

Begi n HostPartition

HPART_NAME = eng

Hosts = all

User Shares = ([eng_users, 500] [others, 1])
End HostPartition

Hosts belonging to a host partition should not be configured in the HOSTS parameter

of a queue together with other hosts not belonging to the same host partition.
Otherwise, the following two limitations may apply:

LSF Bafch Administrator’s Guide 207



7

LSF Batch Configuration Reference

Jobs in the queue sometimes may be dispatched to the host partition even though hosts not
belonging to any host partition have a lighter load.

If some hosts belong to one host partition and some hosts belong to another, only the
priorities of one host partition are used when dispatching a parallel job to hosts from more
than one host partition.

The | sb. queues File

Thel sb. queues file contains definitions of the batch queues in an LSF cluster. This
file is optional. If no queues are configured, LSF Batch creates a queue named default,
with all parameters set to default values (see the description of DEFAULT _QUEUE in
‘The Isb.params File’ on page 193

Queue definitions are horizontal sections that begin with the line Begi n Queue and
end with the line End Queue. You can define at most 40 queues in an LSF Batch
cluster. Each queue definition contains the following parameters:

General Parameters

QUEUE_NAME = string

The name of the queue. This parameter must be defined, and has no default.
The queue name can be any string of non-blank characters up to 40 characters
long. It is best to use 6 to 8 character names made up of letters, digits, and
possibly underscores *_’ or dashes ‘- .

PRI ORI TY = integer
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This parameter indicates the priority of the queue relative to other LSF Batch
gueues. Note that this is an LSF Batch dispatching priority, completely
independent of the UNIX scheduler’s priority system for time-sharing
processes. The LSF Batch NI CE parameter is used to set the UNIX time-sharing
priority for batch jobs.

LSF Batch tries to schedule jobs from queues with larger PRI ORI TY values
first. This does not mean that jobs in lower priority queues are not scheduled
unless higher priority queues are empty. Higher priority queues are checked



first, but not all jobs in them are necessarily scheduled. For example, a job
might be held because no machine with the right resources is available, or all
jobs in a queue might be held because the queue’s dispatch window or run
window (see below) is closed. Lower priority queues are then checked and, if
possible, their jobs are scheduled.

If more than one queue is configured with the same PRI ORI TY, LSF Batch
schedules jobs from all these queues in first-come, first-served order.

Default: 1.

NI CE = integer
Adjusts the UNIX scheduling priority at which jobs from this queue execute.
The default value of 0 maintains the default scheduling priority for UNIX
interactive jobs. This value adjusts the run time priorities for batch jobs on a
queue-by-queue basis, to control their effect on other batch or interactive jobs.
See the ni ce( 1) manual page for more details.

Default: 0.

QOB LIMT =integer
Job slot limit for the queue. This limits the total number of job slots that this
gueue can use at any time.

Default: unlimited.

UJOB LI M T =integer
Per user job slot limit for the queue. This limits the total number of job slots any
user of this queue can use at any time.

Default: unlimited.

PJOB LI M T =float
Per processor job slot limit. This limits the total number of job slots this queue
can use on any processor at any time. This limit is configured per processor so
that multiprocessor hosts automatically run more jobs.

Default: unlimited.

HIOB LI M T = integer
Per host job slot limit. This limits the total number of job slots this queue can
use on any host at any time. This limit is configured per host regardless of the
number of processors it may have. This may be useful if the queue dispatches
jobs which require a node-locked license. If there is only one node-locked
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license per host then the system should not dispatch more than one job to the
host even if it is a multiprocessor host. For example, the following will run a
maximum of one job on each of hostA, hostB, and hostC:

Begin Queue

HIJOB LIMIT=1
HOSTS=hostA hostB hostC
End Queue

Default: unlimited.

RUN_W NDOW= string

The time windows in which jobs are run from this queue. Run windows are
described in ‘How LSF Batch Schedules Jobs’ on page 19

When the queue run window closes, the queue stops dispatching jobs and
suspends any running jobs in the queue. Jobs suspended because the run
window closed are restarted when the window reopens. Suspended jobs also
can be switched to a queue with run its window open; the job restarts as soon
as the new queue’s scheduling thresholds are met.

Default: always open.

DI SPATCH_W NDOW= string

The time windows in which jobs are dispatched from this queue. Once
dispatched, jobs are no longer affected by the dispatch window. Queue
dispatch windows are analogous to the host dispatch windows described on
page 203.

Default: always open.

ADM NI STRATORS = name . . .
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A list of queue-level administrators. The list of names can include any valid
user name in the system, any UNIX user group name, and any user group
name configured in the | sb. user s file. Queue administrators can perform
operations on any job in the queue as well as on the queue itself (for example,
open/close, activate/deactivate). Switching a job from one queue to another
requires the administrator to be authorized for both the current and the
destination queues.



The bqueues(1) command with the - | option will display configured
administrators for each queue.

Default: No queue-level administrators are defined.
Processor Reservation for Parallel Jobs

The processor reservation feature is disabled by default. To enable it, specify the
SLOT_RESERVE keyword in the queue:

Begi n Queue

PJOB_LIM T=1
SLOT_RESERVE = MAX_RESERVE_TI ME[ n]

End Queue

The value of the keyword is MAX _RESERVE_TI ME[ n] where n is a multiple of
MBD_SLEEP_TI ME (MBD_SLEEP_TI ME is defined in| sb. par ans).

MAX _RESERVE_TI ME controls the maximum time a slot is reserved for a job. It is
required to avoid deadlock situations in which the system is reserving job slots for
multiple parallel jobs such that none of them can acquire sufficient resources to start.
The system will reserve slots for a job until n* MBD_SLEEP_TI ME minutes. If an
insufficient number have been accumulated, all slots are freed and made available to
other jobs. The maximum reservation time takes effect from the start of the first
reservation for a job and a job can go through multiple reservation cycles before it
accumulates enough slots to be actually started.

Backfill Scheduling

A queue can be configured to allow its jobs to backfill by using the BACKFI LL keyword
in the queue;
Begi n Queue

BACKFI LL=y

End Queue
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If the BACKFILL keyword is specified, use either y or Y to enable backfilling. To
disable backfilling without removing the keyword, use n, N, or leave a blank space after
the “="" symbol.

Jobs in a backfill queue can make use of slots reserved by jobs in other queues. The
SLOT_RESERVE parameter can be used to reserve processors for jobs in a queue. If the

backfill queue also specifies the SLOT _ RESERVE parameter, then backfilling can occur
among jobs within the queue.

Restrictions
The following restrictions apply to the backfill policy:
* A backfill queue cannot be preemptable.

* Any preemptive queue whose priority is higher than the backfill queue cannot preempt the
jobs in backfill queue.

« Ajob will not have an estimated start time immediately after the mbatchd is reconfigured.
Deadline Constraint Scheduling

LSF Batch can take into account the constraints imposed by deadlines when
scheduling. By default, LSF Batch does not start a job that is not expected to finish.
There are two deadline constraints which affect a job:

e run window of a queue
When a run window configured for a queue closes, jobs running in the queue are
suspended. By default, LSF Batch only schedules jobs that can finish before the queue
closes.

e termination time of a job
The job's termination time is absolute, and when the termination time is reached, the job is
killed. By default, LSF Batch only schedules jobs that can finish before their termination

time.

The amount of time that each job is expected to take is specified by the run limit of the
queue (see RUNLI M T on page 218).

212



The run limit must be defined properly for the scheduling feature to work properly. If
the run limit is left at the default value, unlimited time, LSF Batch cannot schedule any
jobs to finish within the deadline constraints.

The run limit specifies the maximum amount of time allowed for the job to run, but
there is no way to know how long the job will actually take. It may not be appropriate
to schedule jobs and calculate deadline constraints using this time limit, since not all
jobs will take the maximum amount of time to run.

To override the default behaviour and start all jobs no matter what the run limit is, use
the queue level parameter | GNORE_DEADLI NE. In this example, LSF Batch is
configured to schedule jobs in queue liberal without observing the deadline
constraints.

Begi n Queue
QUEUE_NAME = | i beral

| GNORE_DEADLI NE=y

iEnd Queue
Flexible Expressions for Queue Scheduling

LSF Batch provides a variety of possibly overlapping options for configuring job
scheduling policies.

Queue-Level Resource Requirement
The condition for dispatching a job to a host can be specified through the queue-level

RES REQparameter. Using a resource requirement string you can specify conditions
in a more flexible manner than using the | oadSched thresholds. For example:

RES REQ= sel ect[ ((type==ALPHA && rim< 2.0)|| (type=HPPA & rim< 1.0))]
will allow a queue, which contains ALPHA and HPPA hosts, to have different
thresholds for different types of hosts. Using the hnamne resource in the RES_REQ
string allows you to set up different conditions for different hosts in the same queue,

for example:

RES REQx sel ect [ ((hnane=host A & nem > 50) | | (hname==host B && nmem > 100))]
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When RES_REQis specified in the queue and no job-level resource requirement is
specified, then RES REQbecomes the default resource requirement for the job. This
allows administrators to override the LSF default of executing only on the same type
as the submission host. If a job level resource requirement is specified together with
RES REQ then a host must satisfy both requirements to be eligible for running the job.
Similarly, the | oadSched thresholds, if specified, must also be satisfied for a host to
be eligible.

The or der and span sections of the resource requirement string can also be specified
in the RES_REQparameter. These sections in RES_REQare ignored if they are also
specified by the user in the job level resource requirement.

Queue Level Resource Reservation

The resource reservation feature allows user’s to specify that the system should reserve
resources after a job starts. This feature is also available at the queue level.

The queue level resource reservation can be configured as part of the RES_REQ
parameter. The RES_REQ can include ar usage section to specify the amount of
resources a job should reserve after it is started. For example:

Begi n Queue
RES REQ = swap>50 rusage[ swp=40: dur ati on=5h: decay=1]
End Queue

If duration is not specified, the default is to reserve the resource for the lifetime of the
job. If decay is specified as 1, then the reserved resource will be linearly decreased over
the time specified by duration. If decay is not specified, then the resource reserved will
not decrease over time. See ‘Resource Reservation’ on page &fithe LSF Batch User's
Guideand | sfintro(1) for detailed syntax of r usage parameter.

Note
The use ORES_REQaffects the pending reasons as displayeljmbs. If RES_REQ
is specified in the queue and theadSched thresholds are not specified the pending
reasons for each individual load index will not be displayed.

214



Suspending Condition

The condition for stopping a job can be specified using a resource requirement string
in the queue level STOP_COND parameter. If | oadSt op thresholds have been
specified, then a job will be suspended if either the STOP_COND is TRUE or the

| oadSt op thresholds are violated. For example, the following will suspend a job
based on the idle time for desktop machines and based on availability of swap and
memory on compute servers. Note that cs is a boolean resource defined in the

| sf. shar ed file and configured in the | sf. cl ust er. ¢/ ust er file to indicate that
a host is a compute server;

Begi n Queue
STOP_COND= select[((!cs & it <5) || (cs & mem < 15 && swap < 50))]
End Queue

Note
Only the sel ect section of the resource requirement string is considered when
stopping a job. All other sections are ignored.

The use of STOP_COND affects the suspending reasons as displayed by the bj obs
command. If STOP_COND is specified in the queue and the | oadSt op thresholds are
not specified, the suspending reasons for each individual load index will not be
displayed.

Note
LSF Batch will not suspend a job if the job is the only batch job running on the host
and the machineisinteractively idie (i t >0).

Resume Condition

A separate RESUVE_CONDallows you to specify the condition that must be satisfied on
a host if a suspended job is to be resumed. If RESUME_COND is not defined, then the

| oadSched thresholds are used to control resuming of jobs. The | oadSched
thresholds are ignored if RESUME_COND is defined.

Note that only the sel ect section of the resource requirement string is considered
when resuming a job. All other sections are ignored.
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Load Thresholds

The queue definition can contain thresholds for 0 or more of the load indices. Any load
index that does not have a configured threshold has no effect on job scheduling. A
description of all the load indices is given in Section 4, ‘Resources’, beginning on page 35
of the LSF Batch User’s Guide

Each load index is configured on a separate line with the format:
i ndex = | oadSched/ | oadSt op

i ndex is the name of the load index, for example r 1mfor the 1-minute CPU run queue
length or pg for the paging rate. loadScheds the scheduling threshold for this load
index. loadStopis the suspending threshold.

The | oadSched and | oadSt op thresholds permit the specification of conditions
using simple AND/OR logic. For example, the specification:

MEM=100/ 10
SWAP=200/ 30

translates into a | oadSched condition of ren>=100 && swap>=200 and a

| oadSt op conditionofmem < 10 || swap < 30.Thel oadSched condition must
be satisfied by a host before a job is dispatched to it and also before a job suspended on
a host can be resumed. If the | oadSt op condition is satisfied, a job is suspended.

Note
LSF Batch will not suspend a job if the job is the only batch job running on the host
and the machine is interactively idiet( >0).

The scheduling threshold also defines the host load conditions under which
suspended jobs in this queue may be resumed.

When LSF Batch suspends or resumes a job, it invokes the SUSPEND or RESUME action
as described in ‘Configurable Job Control Actions’ on page 2Zhe default SUSPEND
action is to send signal SI GSTOP, while default action for RESUME is to send signal

S| GCONT.
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Note
Ther 15s, r 1m and r 15mCPU run queue length conditions are compared to the
effective queue length asreported by | sl oad - E, which is normalised for
multiprocessor hosts. Thresholds for these parameters should be set at appropriate
levels for single processor hosts.

Resource Limits

Batch queues can enforce resource limits on jobs. LSF Batch supports most of the
resource limits that the underlying operating system supports. In addition, LSF Batch
also supports a few limits that the underlying operating system does not support.

CPULI M T = [hour:]minute[/host_spec]
Maximum CPU time allowed for a job running in this queue. This limit applies
to the whole job, no matter how many processes the job may contain. If a job
consists of multiple processes, the CPULI M T parameter applies to all
processes in a job. If a job dynamically spawns processes, the CPU time used
by these processes is accumulated over the life of the job. Processes that exist
for less than 30 seconds may be ignored.

The limit is scaled; the job is allowed to run longer on a slower host, so that a
job can do roughly the same amount of work no matter what speed of host it
is dispatched to.

The time limit is given in the form [hour:]minute[/host_spec]. minute may be
greater than 59. Three and a half hours can be specified either as 3:30, or 210.
host_specis shared by CPULI M T and RUNLI M T (see below). It may be a host
name or a host model name which is used to adjust the CPU time limit or the
wall-clock run time limit. In its absence, the DEFAULT _HOST _SPECdefined for
this queue or defined for the whole cluster is assumed. If
DEFAULT_HOST_SPEC is not defined, the LSF Batch server host with the
largest CPU factor is assumed.

CPU time limits are normalized by multiplying the CPULI M T parameter by
the CPU factor of the specified or default host, and then dividing by the CPU
factor of the execution host. If the specified host has a CPU factor of 2 and
another host has a factor of 1, thena CPULI M T value of 10 minutes allows jobs
on the specified host to run for 10 minutes, and jobs on the slower host to run
for 20 minutes (2 * 10 / 1). See ‘Host Models’ on page 17dnd ‘Descriptive Fields’
on page 18Zor more discussion of CPU factors.
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Default: unlimited.

RUNLI M T = [hour:]minute[/host_spec]
Maximum wall clock running time allowed for batch jobs in this queue. Jobs
that are in the RUN state for longer than RUNLI M T are killed by LSF Batch.
RUNLI M T is available on all host types. For an explanation of the form of the
time limit, see CPULI M T above.

Default: unlimited.

FI LELI M T = integer
The per-process (hard) file size limit (in KB) for all the processes belonging to
a job from this queue (seegetrlimt(2)).

Default: unlimited.

MEMLI M T = integer
The per-process (hard) process resident set size limit (in KB) for all the
processes belonging to a job from this queue (seegetrlimt(2)). The
process resident set size limit cannot be set on HP-UX and Sun Solaris 2.x, so
this limit has no effect on an HP-UX or a Sun Solaris 2.x machine.

Default: unlimited.

DATALI M T = integer
The per-process (hard) data segment size limit (in KB) for all the processes
belonging to a job from this queue (see getr | i m t ( 2) ). The data segment
size limit cannot be set on HP-UX, so this limit has no effect on an HP-UX
machine.

Default: unlimited.

STACKLI M T = integer
The per-process (hard) stack segment size limit (in KB) for all the processes
belonging to a job from this queue (see getr |l i m t ( 2) ). The stack segment
size limit cannot be set on HP-UX, so this limit has no effect on an HP-UX
machine.

Default: unlimited.

CORELI M T = integer
The per-process (hard) core file size limit (in KB) for all the processes
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belonging to a job from this queue (see getr |l i m t (2)). The core file size
limit cannot be set on HP-UX, so this limit has no effect on an HP- UX machine.

Default: unlimited.

PROCLI M T = integer
The maximum number of job slots that can be allocated to a parallel job in the
queue. Jobs which request more job slots via the - n option of bsub( 1) than
the queue can accept will be rejected.

Default: unlimited.

PROCESSLI M T = integer
This limits the number of concurrent processes that can be part of a job.

Default: unlimited.

SWAPLI M T = integer
The amount of total virtual memory limit (in kilobytes) for a job from this
queue. This limit applies to the whole job, no matter how many processes the
job may contain.

The action taken when a job exceeds its SWAPLI M T or PROCESSLI M T is to
send SI GQUI T, SI G NT, then SI GTERM and then SI GKI LL in sequence. For
CPULI M T, SI GXCPU is sent before SI G NT, SI GTERM and Sl GKI LL.

Default: unlimited.
NEW JOB_SCHED DELAY = integer
This parameter controls when a scheduling session should be started after a
new job is submitted. For example:
Begi n Queue
NEW JOB_SCHED DELAY=0
End Queue
If NEW JOB_SCHED DELAY is 0 seconds, a new scheduling session is started
as soon as a job is submitted to this queue. This parameter can be used to

obtain faster response times for jobs in a queue such as a queue for interactive
jobs.
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Setting a value of 0 can cause the nbat chd to be busy if there are a lot of
submissions.

Default: 10 seconds.

JOB_ACCEPT_I NTERVAL = integer
This parameter has the same effect as JOB_ACCEPT _| NTERVAL defined in
| sb. par ans file, except that it applies to this queue.

Default: JOB_ACCEPT _| NTERVAL defined in | sb. par ans or 1 if it is not
defined in | sb. par ans file.

| NTERACTI VE = NO | ONLY
An interactive job can be submitted via the -1 option of bsub command. By
default, a queue would accept both interactive and background jobs. This
parameter allows LSF cluster administrator to limit a queue to not accept
interactive jobs (NO), or to only accept interactive jobs (ONLY).

Eligible Hosts and Users

Each queue can have a list of users and user groups who are allowed to submit batch
jobs to the queue, and a list of hosts and host groups that restricts where jobs from the
queue can be dispatched.

USERS = name . . .
The list of users who can submit jobs to this queue. The list of names can
include any valid user name in the system, any UNIX user group name, and
any user group name configured in the | sb. user s file. The reserved word
al I may be used to specify all users.

Note
LSF cluster administrator can submit jobs to any queue, even if the login
name of the cluster administrator is not defined in the USERS parameter of

the queue. LSF cluster administrator can also switch a user’s jobs into this
gueue from other queues, even if this user’s login name is not defined in the

USERS parameter.

Default: al | .

HOSTS = name[+pref_level] . . .
The list of hosts on which jobs from this queue can be run. Each name in the
list must be a valid host name, host group name or host partition name as
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configured in the | sb. host s file. The name can be optionally followed by
+pref_level to indicate the preference for dispatching a job to that host, host
group, or host partition. pref_level is a positive number specifying the
preference level of that host. If a host preference is not given, it is assumed to
be 0.

Hosts at the same level of preference are ordered by load. For example:

HOSTS = hostA+1 hostB hostC+1 servers+3
where serversis a host group name referring to all computer servers. This
defines three levels of preferences: run jobs on serversas much as possible, or
else on hostA and hostC. Jobs should not run on hostB unless all other hosts are
too busy to accept more jobs.

If you use the reserved word 'others’, it means jobs should run on all hosts not
explicitly listed. You do not need to define this parameter if you want to use
all batch server hosts and you do not need host preferences.

All the members of the host list should either belong to a single host partition
or not belong to any host partition. Otherwise, job scheduling may be affected
(see ‘Host Partitions’ on page 206

Default: all batch hosts.
Scheduling Policy

LSF Batch allows many policies to be defined at the queue level. These affect the order
jobs in the queue are scheduled.

Queue Level Fairshare

The concept of queue level fairshare was discussed in ‘Scheduling Policies’ on page 31
The configuration syntax for this policy is:

FAI RSHARE = USER SHARES[ [usernane, share] [username, share] ...... ]

Note
These are real square brackets, not syntactic notation.
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user nane is a user login name, a user group name, the reserved word def aul t , or
the reserved word ot her s. shar e is a positive integer specifying the number of
shares of resources that a user or user group has in the cluster.

The USER_SHARES assignment for a queue is interpreted in the same way as the
USER_SHARES assignment in a host partition definition in the | sb. host s file. See
‘Host Partitions’ on page 206or explanation of USER_SHARES. In general, a job has a
higher scheduling priority if the job’s owner has more shares, fewer running jobs, has
used less CPU time and has waited longer in the queue.

Note the differences between the following two definitions:

FAI RSHARE
FAI RSHARE

USER SHARES[ [ gr pl, sharel] [grp2, share2?]]
USER SHARES[ [ grpl, sharel] [grp2@ share2]]

The ‘@ immediately after a user group name means that the shares apply to each
individual user in the user group. Without ‘@, the shares apply to the user group as a
whole. If you want to further subdivide the shares allocated to a user group, define a
share tree for that group in the Isb.users file. This implements hierarchical fairshare as
discussed in ‘Configuring Hierarchical Fairshare’ on page 117

See ‘Controlling Fairshare’ on page 118r examples of fairshare configuration.
Note

Queue level fair share scheduling is an alternative to host partition fair share
scheduling. You cannot use both in the same LSF cluster for the same host(s).

Preemptive Scheduling

The concept of preemptive scheduling was discussed in ‘Preemptive Scheduling’ on
page 32 PREEMPTI ONtakes two possible parameters, PREEMPTI VE and
PREEMPTABLE. The configuration syntax is:

PREEMPTI ON = PREEMPTI VE[ g1 g2 ...] PREEMPTABLE

where [ g1, g2 ...] arean optional list of queue names of lower priorities.

Note
These are real square brackets, not syntactic notation.
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If PREEMT| VE is defined, this defines a preemptive queue that will preempt jobs in
[gl, g2, ...].Jobsinapreemptive queue can preempt jobs from the specified
lower priority queues running on a host by suspending some of them and starting the
higher priority jobs on the host.

If PREEMPTI VE is specified without a list of queue names, then this queue preempts all
lower priority queues.

If the PREEMPTI VE policy is not specified, jobs dispatched from this queue will not
suspend jobs from lower priority queues.

A queue can be specified as being preemptable by defining PREEMPTABLE in the
PREEMPTI ON parameter of the queue.

Jobs from a preemptable queue can be preempted by jobs in any higher priority queues
even if the higher priority queues do not have PREEMPTI VE defined. A preemptable
queue is complementary to the preemptive queue. You can define a queue that is both
preemptive as well as preemptable by defining both PREEMPTI VE and PREEMPTABLE.
Thus the queue will preempt lower priority queues while it can also be preempted by
higher priority queues.

Exclusive Queue
An exclusive queue is created by specifying EXCLUSI VE in the policies of a queue.

If the EXCLUSI VE policy is specified, this queue performs exclusive scheduling. A job
only runs exclusively if it is submitted to a queue with exclusive scheduling, and the

job is submitted with the bsub - x option. An exclusive job runs by itself on a host—
it is dispatched only to a host with no other batch jobs running.

Once an exclusive job is started on a host, the LSF Batch system locks that host out of
load sharing by sending a request to the underlying LSF so that the host is no longer
available for load sharing by any other task (either interactive or batch) until the
exclusive job finishes.

Because exclusive jobs are not dispatched until a host has no other batch jobs running,
it is possible for an exclusive job to wait indefinitely if no batch server host is ever
completely idle. This can be avoided by configuring some hosts to run only one batch
job at a time; that way the host is certain to have no batch jobs running when the
previous batch job completes, so the exclusive job can be dispatched there.
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The exclusive scheduling policy is specified using the following syntax:

EXCLUSIVE = {Y | N}

Migration

The M Gparameter controls automatic migration of suspended jobs.

M G = number

If M Gis specified, then number is the migration threshold in minutes. If a
checkpointable or rerunable job is suspended for more than M Gminutes and
no other job on the same host is being migrated, LSF Batch checkpoints (if
possible) and kills the job. Then LSF Batch restarts or reruns the job on another
suitable host if one is available. If LSF is unable to rerun or restart the job
immediately, the job reverts to PEND status and is requeued with a higher
priority than any submitted job, so it is rerun or restarted before other queued
jobs are dispatched.

Thel sb. host s file can also specify a migration threshold. Jobs are migrated
if either the host or the queue specifies a migration threshold. If M Gis defined
both here and in | sb. host s, the lower threshold is used.

Jobs that are neither checkpointable nor rerunable are not migrated.

Default: no migration.

Queue-Level Pre-/Post-Execution Commands

Pre- and post-execution commands can be configured on a per-queue basis. These
commands are run on the execution host before and after a job from this queue is run,
respectively. By configuring appropriate pre- and/or post-execution commands,
various situations can be handled such as:
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Creating and deleting scratch directories for the job
Assigning jobs to run on specific processors on SMP machines
Customized scheduling

License availability checking.



Note that the job-level pre-exec specified with the - Eoption of bsub is also supported.
In some situations (for example, license checking), itis possible to specify a queue-level
pre-execution command instead of requiring every job be submitted with the - E
option.

The execution commands are specified using the PRE_EXEC and POST_EXEC
keywords; for example:

Begi n Queue

QUEUE_NAME = priority

PRI ORI TY = 43

NI CE = 10

PRE_EXEC = [usr/ peopl e/l sf/pri_prexec
POST_EXEC = [usr/ peopl e/l sf/pri_postexec
End Queue

Pre-/Post-Execution Command Setup

The following points should be considered when setting up the pre- and post-
execution commands at the queue level.

UNIX The entire contents of the configuration line of the pre- and post-execution
commands are run under / bi n/ sh - ¢, so shell features can be used in the
command. For example, the following is valid:

PRE EXEC = /usr/local /1 sf/msc/testq_pre >> /tnp/pre. out
PCST _EXEC = /usr/local /|1 sf/msc/testq_post | grep -v "Hey!"

The pre- and post-execution commands arerunin/ t p.
Standard input and standard output and error are set to/ dev/ nul | . The output
from the pre- and post-execution commands can be explicitly redirected to afile

for debugging purposes.

The PATH environment variable is set to ‘/bin /usr/bin /sbin
lusr/sbin

NT The pre- and post-execution commands are run wmdrexe/ c. Both the pre-

and post-execution commands are run as the user by default. If you must run these
commands as a different user, such as root (to do privileged operations, if
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necessary), you can configure the parameter LSB_ PRE_POST_EXEC USERIin
thel sf. sudoer s file. See ‘The Isf.sudoers File’ on page 186r details.

Standard input and standard output and error are set to NUL. The output from the
pre- and post-execution commands can be explicitly redirected to afile for
debugging purposes.

The PATH s determined by the setup of the L SF Service.

If the pre-execution command exits with a non-zero exit code, then it is considered to have
failed and the job is requeued to the head of the queue. This feature can be used to
implement customized scheduling by having the pre-execution command fail if conditions
for dispatching the job are not met.

Other environment variables set for the job are also set for the pre- and post-execution
commands.

When a job is dispatched from a queue which has a pre-execution command, LSF Batch
will remember the post-execution command defined for the queue from which the job is
dispatched. If the job is later switched to another queue or the post-execution command of
the queue is changed, LSF Batch will still run the original post-execution command for this
job.

When the post-execution command is run, the environment variable,
LSB _JOBEXI T_STAT, is set to the exit status of the job. Refer to the manual page for
wai t (2) for the format of this exit status.

The post-execution command is also run if a job is requeued because the job’s execution
environment fails to be set up, or if the job exits with one of the queue’s

REQUEUE EXI T_VALUES (see'Automatic Job Requeue’ on page 23The

environment variable, LSB_JOBPEND, is set if the job is requeued. If the job’s execution
environment could not be set WHEB JOBEXI T_STAT is set td0.

If both queue and job level pre-execution commands are specified, the job level pre-
execution is run after the queue level pre-execution command.

Default: no pre- and post-execution commands.
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Job Starter

A job starter can be defined for an individual queue to create a specific environment
for submitted jobs prior to execution. The configuration syntax for the job starter
parameter is:

JOB _STARTER = starter [starter] [%JSRCVD] [starter]

where the string st ar t er is any executable that can be used to start the job, (i.e., can
accept the job as an input argument). Optionally, additional strings can be specified. A
special string 4JSRCVD can be used to represent the position of the user’s job in the job
starter command line.

When a batch job is submitted to a queue, LSF Batch holds it in a job file until conditions
are right for it to be executed.

UNIX Thejobfileisjust aBourne shell script run by the batch daemon at execution time.
NT Thejob fileisjust a batch file processed by the batch daemon at execution time.
Default: no job starter.
If a job starter is specified, the user commands run after the job starter, so the %JSRCVD
string is not usually required. For example, these two job starters will both give the

same results:

JOB_STARTER = csh -c¢

JOB_STARTER = csh -c¢ %JSRCVD

However, the %JSRCNVD string may be enclosed with quotes or followed by additional
commands. For example:

JOB_STARTER = csh -¢ “%USRCMD;sleep 10”

In this case, if a user submits a job:
% bsub myjob  argunents

the command that actually runs is:
% csh -c “myjob argunent s; sleep 10"
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Configurable Job Control Actions

Job control in LSF Batch refers to some well-known control actions that will cause a
job’s status to change. These actions include:

SUSPEND

Change a running job to SSUSP or USUSP. The default action is to send signal
SI GTSTP for parallel or interactive jobs and SI GSTOP for other jobs.

RESUME

Change a suspended job to RUN status. The default action is to send signal
S| GCONT.

TERM NATE

Note

Terminate a job and possibly cause the job change to EXI T status. The default
action is to send Sl @ NT first, then send SI GTERM10 seconds after SI G NT,

then send SI GKI LL 10 seconds after SI GTERM The 10 second interval can be
overridden by the JOB_TERM NATE_| NTERVAL in the |l sh. par ans file (see
‘JOB_TERMINATE_INTERVAL' on page 18& details).

On Windows NT, actions equivalent to the UNIX signals have been implemented to do
the default job control actions. Job control messages replacsl tBeENT and

SI GTERMsignals, but only customized applications will be able to process them.
Termination is implemented by thier m nat ePr ocess( ) system call.

Several situations may require overriding or augmenting the default actions for job
control. For example:

e Adistributed parallel application requires that it receive a catchable signal when the job is
suspended, resumed or terminated to propagate the signal to remote processes.

* Notification to the user when his/her job is suspended.

< Anapplication holds resources (for example, licenses) that are not freed by suspending the
job. The administrator can set up an action to be performed that causes the license to be
released before the job is suspended and re-acquired when the job is resumed.

e The administrator wants the job checkpointed before being suspended when a run window
closes.
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It is possible to override the actions used for job control by specifying the
JOB_CONTROLS parameter in the | sb. queues file. The format is:

Begi n Queue
JOB_CONTROLS = SUSPEND] si gnal | CHKPNT | conmmand] \
RESUME[ si gnal | command] \
TERM NATE[ si gnal | CHKPNT | conmand]
End Queue
Here, si gnal is a UNIX signal name (such as, SI GSTOP, SI GTSTP). CHKPNT is a
special action, which causes the system to checkpoint the job. Alternatively, comrand

specifies an/ bi n/ sh command line to be invoked.

When LSF Batch needs to suspend or resume a job it will invoke the corresponding
action as specified by the SUSPEND or RESUME parameters, respectively.

If the action is a signal, then the signal is sent to the job. If the action is acommand, then
the following points should be considered:

« The contents of the configuration line for the action are run with
‘I bi n/ sh -c¢’so you can use shell features in the command.

e The standard input, output, and error of the command are redirected\idLthedevice.
e The command is run as the user of the job.

< Allenvironment variables set for the job are also set for the command action. The following
additional environment variables are set:

LSB JOBPA DS - a list of current process group IDs of the job.
LSB _JOBPI DS - a list of current process IDs of the job.
For the SUSPEND action command, the following environment variable is also set:

LSB_SUSP_REASONS - an integer representing a bitmap of suspending reasons as
defined in | sbat ch. h.
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The suspending reason can allow the command to take different actions based on the
reason for suspending the job.

The SUSPEND action causes the job state to be changed from RUN state to the USUSP (in
response to bst op) state or the SSUSP (otherwise) state when the action is completed.
The RESUME action causes the job to go from SSUSP or USUSP state to the RUN state
when the action is completed.

If the SUSPEND action is CHKPNT, then the job is checkpointed and then stopped by
sending the SI GSTOP signal to the job automatically.

LSF Batch invokes the SUSPEND action to bring a job into SSUSP or USUSP status in the
following situations:

e when the user or LSF administrator issuedahop command on the job

« when load condition on the execution host satisfies the suspend condition

< when the queue’s run window closes

< when the job is being preempted by a higher priority job

However, in certain situations you may want to terminate the job instead of calling the
SUSPEND action. For example, you may want to Kill jobs if the run window of the
queue is closed. This can be achieved by configuring the queue to invoke the

TERM NATE action instead of SUSPEND by specifying the following parameter:

TERM NATE_WHEN = W NDOW | LQAD | PREEMPT

If the TERM NATE action is CHKPNT, then the job is checkpointed and killed atomically.
If the execution of an action is in progress, no further actions will be initiated unless it
is the TERM NATE action. A TERM NATE action is issued regardless of the current state
of the job.

The following defines a night queue that will kill jobs if the run window closes.

Begi n Queue
NANVE = ni ght
RUN_W NDOW = 20: 00-08: 00
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TERM NATE_WHEN = W NDOW

JOB_CONTROLS = TERM NATE[ kill -KILL $LS JOBPG DS; mail -
s “job $LSB_JOBID killed by queue run window” $USER < /dev/

null ]

End Queue

Note that the command line inside an action definition must not be quoted.

LSF Batch invokes the TERMINATEaction when a SUSPENDRction that is redirected to
TERMINATEwith the TERMINATE_WHENarameter should be invoked, or when the
job reaches its RUNLIMIT, or PROCESSLIMIT.

Since the stdout and stderr  of the job control action command are redirected to /
dev/null , there is no direct way of knowing whether the command runs correctly.
You should make sure the command line is correct. If you want to see the output from
the command line for testing purposes, redirect the output to a file inside the command
line.

Automatic Job Requeue

A queue can be configured to automatically requeue a job if the job exits with
particular exit value(s). The parameter REQUEUE_EXIT_VALUE$® used to specify a
list of exit codes that can cause an exited job to be requeued; for example,

Begin Queue

PRIORITY = 43
REQUEUE_EXIT_VALUES = 99 100
End Queue

This configuration enables jobs that exit with 99 or 100 to be requeued to the head of
the queue from which it was dispatched. When a job is requeued, the output from the
failed run is not saved and no mail is sent. The user will only receive notification when
the job exits with a value different from the values listed in the
REQUEUE_EXIT_VALUE®arameter. Additionally, a job terminated by a signal is not
requeued.

Default; Jobs in a queue are not requeued.
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Exclusive Job Requeue

The queue parameter REQUEUE _EXI T_VALUE controls job requeue behaviour. It
defines a series of exit code values. If batch job exit with one of those values, the job
gets requeued. There is a special requeue method called exclusive requeue. If the exit
value is defined as EXCLUDE( value) , the job will be requeued when it exits with the
given value, but it will not be dispatched to the same host where it exited with the
value. For example:

Begi n Queue

REQUEUE EXI T_VALUES=30 EXCLUDE( 20)
HOSTS=host A host B host C

End Queue

The job in this queue can be dispatched to hostA, hostB or hostC. If the job exits with
value 30, it will be dispatched on any of hostA, hostB or hostC. If the job exits with value
20 on hostA, when requeued, it will only be dispatched to hostB or hostC. Similarly, if
the job again exits with a value of 20, it will only be dispatched on hostC. Finally, if the
job exits with value 20 on hostC, the job will be pending forever.

Note
If mhat chd isrestarted, it will not remember the previous hosts where the job exited
with an exclusive requeue exit code. In this situation it is possible for a job to be
dispatched to hosts on which the job has previously exited with exclusive exit code.

Default Host Specification for CPU Speed Scaling

LSF runs jobs on heterogeneous machines. To set the CPU time limit for jobs in a
platform-independent way, LSF scales the CPU time limit by the CPU factor of the
hosts involved.

The DEFAULT_HOST_SPEC defines a default host or host model that will be used to
normalize the CPU time limit of all jobs, providing consistent behaviour for users.

DEFAULT_HOST_SPEC = host_spec

host_spec must be a host name defined inthe | sf. cl uster. ¢l ust er file, or
a host model defined in the | sf. shar ed file.

232



The CPU time limit defined in this file, or by the user through the bsub -

¢ cpu_limit option, is interpreted as the maximum number of minutes of CPU
time that a job may run on a host of the default specification. When a job is
dispatched to a host for execution, the CPU time limit is then normalized
according to the execution host’s CPU factor.

If DEFAULT_HOST_SPECis defined in both the | sb. par ans file and the

| sb. queues file for an individual queue, the value specified for the queue
overrides the global value. If a user explicitly gives a host specification when
submitting a job, the user specified host or host model overrides the values
defined in both the | sb. par ans and the | sb. queues files.

Default; DEFAULT_HOST_SPECin the | sh. par ans file.
NQS Forward Queues

To interoperate with NQS, you must configure one or more LSF Batch queues to
forward jobs to remote NQS hosts. An NQS forward queue is an LSF Batch queue with
the parameter NQS_QUEUES defined.

NQS_QUEUES = queue_name@ost_name . . .
host_nameis an NQS host name that can be the official host name or an alias
name known to the LSF master host through get host bynane( 3) .
gueue_nameis the name of an NQS queue on this host. NQS destination queues
are considered for job routing in the order in which they are listed here. If a
queue accepts the job, then it is routed to that queue. If no queue accepts the
job, it remains pending in the NQS forward queue.

Thel sb. ngsmaps file (see ‘The Isb.ngsmaps File’ on page 238ust be present
in order for LSF Batch to route jobs in this queue to NQS systems.

Since many features of LSF are not supported by NQS, the following queue
configuration parameters are ignored for NQS forward queues: PJOB LI M T,
POLI Cl ES, RUN_W NDOW DI SPATCH_W NDOW RUNLI M T, HOSTS, M G In
addition, scheduling load threshold parameters are ignored because NQS
does not provide load information about hosts.

Default: undefined.

DESCRI PTI ON = text
A brief description of the job queue. This information is displayed by the
bqueues -1 command. The description can include any characters, including
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white space. The description can be extended to multiple lines by ending the
preceding line with a back slash “\’. The maximum length for the description
is 512 characters.

This description should clearly describe the service features of this queue to
help users select the proper queue for each job.

Queue Level Checkpoint and Rerun

A queue can be configured to automatically checkpoint and rerun jobs. Jobs submitted
to this queue do not need to specify checkpoint and rerun options, and wrapper scripts
do not need to be written for job submission executables. The parameters CHKPNT and
RERUNABLE are used to configure the queue-level checkpoint and rerun options.

Note
User commands always take precedence over the configured queue options. Jobs
submitted and modified using the - k, - r , and - kn options override the queues
configured options.

Syntax

Begi n Queue
QUEUE_NAME = queueNane

CHKPNT = chkpntDi r chkpnt Peri od
RERUNNABLE = yes|no # case insensitive

End Queue
CHKPNT
Automatic checkpointing is enabled when a checkpoint period

(chkpnt Peri od) and checkpoint (chkpnt Di r ) directory is specified after the
CHKPNT parameter.

chkpnt Di r

The chkpnt Di r specifies the directory where the checkpoint files are created.
chkpnt Di r must be string specifying a valid directory.
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chkpnt Peri od
The chkpnt Per i od specifies a time interval in minutes for automatic
checkpointing. Must be a positive integer.

RERUNNABL E
Automatic job rerun (restart) is enabled when the parameter RERUNNABLE is
set to yes. Rerun is disabled when RERUNNABLE is set to no.

Default: Queues are not configured to checkpoint and rerun jobs.

Example

The following example defines a queue named myQueue that automatically saves job
checkpoint information in the directory ~/work/chkpnt/ every 10 minutes. The queue is
defined to automatically rerun (restart) jobs.

Begi n Queue
QUEUE_NAME = myQueue

CHKPNT = ~/work/chkpnt/ 10 # period is 10 m nutes
RERUNNABLE = Y # specify a rerunnabl e queue

End Queue

The | sb. ngsmaps File

The |l sb. ngsmaps file contains information on configuring LSF for interoperation
with NQS. This file is optional.

Hosts

NQS uses a machine identification number (MID) to identify each host in the network
that communicates using the NQS protocol. This MID must be unique and must be the
same in the NQS database of each host in the network. The MID is assigned and put
into the NQS data base using the NQS program nmapngr (1m or Cray NQS command
gngr (8). mhat chd uses the NQS protocol to talk with NQS daemons for routing,
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monitoring, signalling, and deleting LSF Batch jobs that run on NQS hosts. Therefore,
the MIDs of the LSF master host, and any LSF host that might become the master host
when the current master host is down, must be assigned and put into the NQS
database of each host which may possibly process LSF Batch jobs.

In the mandatory Host s section, list the MIDs of the LSF master host (and potential
master hosts) and the NQS hosts that are specified in the | sb. queues file. If an NQS
destination queue specified inthe | sb. queues file is a pipe queue, the MIDs of all the
destination hosts of this pipe queue must be listed here. If a destination queue of this
pipe queue is itself a pipe queue, the MIDs of the destination hosts of this queue must
also be listed, and so forth.

There are three mandatory keywords in this section;

HOST_NAME
The name of an LSF or NQS host. It can be the official host name or an alias
host name known to the master batch daemon (nbat chd) through
get host bynane(3).

M D
The machine identification number of an LSF or NQS host. It is assigned by the
NQS administrator to each host communicating using the NQS protocol.
OS_TYPE

The operating system (OS) type of the NQS host. At present, its value can be
one of ULTRI X, HPUX, Al X, SOLARI S, SUNCS, | RI X, OSF1, CONVEX or

UNI CCS. It is used by nbat chd to deliver the correct signals to the LSF Batch
jobs running on this NQS host. An incorrect OS type would cause
unpredictable results. If the host is an LSF host, the type is specified by the

t ype field of the Host sectioninthel sf. cl uster. cl/ uster file. OS_TYPE
is ignored; ‘-’ must be used as a placeholder.

Begi n Hosts
HOST_NAME M D GCS_TYPE

cray001 1 UNI COS  #NQ@S host, nust specify OS TYPE
sun0101 2 SOLARI' S #NQS host

sgi 006 3 I RI X #NQS host

host A 4 - #LSF host; OS TYPE is ignored
host D 5 - #LSF host

236



host C 6 - #LSF host
End Hosts

Users

LSF assumes shared and uniform user accounts on all of the LSF hosts. However, if the
user accounts on NQS hosts are not the same as on LSF hosts, account mapping is
needed so that the network server on the remote NQS host can take on the proper
identity attributes. The mapping is performed for all NQS network conversations. In
addition, the user name and the remote host name may need to match an entry either
inthe . r host s file in the user’s home directory, orinthe/ et ¢/ host s. equi v file, or
inthe/ et c/ host s. ngs file on the server host. For Cray NQS, the entry may be either
in the . r host s file or in the . ngshost s file in the user’s home directory.

This optional section defines the user name mapping from the LSF master host to each
of the NQS hosts listed in the Host section above, that is, the hosts on which the jobs
routed by LSF Batch may run. There are two mandatory keywords:

FROM_NANME
The name of an LSF Batch user. It is a valid login name on the LSF master host.

TO_NAME
A list of user names on NQS hosts to which the corresponding FROM_NAME is
mapped. Each of the user names is specified in the form username@ostname.
The hostname is the official name or an alias name of an NQS host, while the
username is a valid login name on this NQS host. The TO_NAME of a user on a
specific NQS host should always be the same when the user’s name is mapped
from different hosts. If no TO_NAME is specified for an NQS host, LSF Batch
assumes that the user has the same user name on this NQS host as on an LSF

host.

Begi n Users

FROM_NAME  TO_NAME

user 3 (user 3l @ray001 | user3@gi 006)

userl (suserl@ray001) # assuned to be user1@gi 006
End Users

If a user is not specified in the | sh. ngsnmaps file, jobs are sent to NQS hosts
with the same name the user has in LSF.
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A. Troubleshooting and Error
Messages

This chapter describes some common problems with LSF and LSF Batch operations,
answers some frequently asked questions, and provides some instructions for solving
problems.

Error Log Messages

When something goes wrong, the daemons almost always log an error message. The
first step is to find the appropriate log and see whether there are any messages.

Specific error log messages are listed in ‘Error Messages’ on page 245.
Finding the Error Logs

Error messages of LSF servers are logged in either the sysl og( 3) or specified files.
This is determined by the LSF_LOGDI Rdefinition in the | sf. conf file. For complete
instructions on finding the LSF server logs, see ‘Managing Error Logs’ on page 45.

UNIX If you configure LSF to log daemon messages using syslog, the destination
file is determined by the syslog configuration. On most systems, you can
find out which file the LSF messages are logged in with the command:

grep daenon /etc/sysl og. conf

Once you have found the syslog file, you can select the LSF error messages
with the command:

LSF Bafch Administrator’s Guide 239



A Troubleshooting and Error Messages

egrep 'lim|res|batchd’ syslog_file

Look at the /etc/syslog.conf file and the manual page for syslog or
syslogd for help in finding the system logs.

When searching for log messages from LSF servers, you are more likely to find them
on the remote machine where LSF put the task than on your local machine where the
command was given.

LIM problems are usually logged on the master host. Runlisid to find the master host,
and check syslog or the lim.log.  hostname file on the master host. The

res.log.  hostname file contains messages about RES problems, execution problems
and setup problems for LSF. Most problems with interactive applications are logged in
the remote machine’s log files.

Errors from LSF Batch are logged either in the nbat chd. | og. hostname file on the
master host, or the shat chd. | og. hostname file on the execution host. The bj obs or
bhi st command tells you the execution host for a specific job.

Most LSF log messages include the name of an internal LSF function to help the
developers locate problems. Many error messages can be generated in more than one
place, so it is important to report the entire error message when you ask for technical
support.

Shared File Access

UNI X A frequent problem with LSF is non-accessible files due to a non-uniform
file space. If a task is run on a remote host where a file it requires cannot be
accessed using the same name, an error results. Almost all interactive LSF
commands fail if the user’s current working directory cannot be found on
the remote host.

If you are running NFS, rearranging the NFS mount table may solve the
problem. If your system is running the aut onmount server, LSF tries to map
the filenames, and in most cases it succeeds. If shared mounts are used, the
mapping may break for those files. In such cases, specific measures need to
be taken to get around it.
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The automount maps must be managed through NIS. When LSF tries to
map filenames, it assumes that automounted file systems are mounted
under the / t np_mmt directory.

NT To share filesamong NT machines, set up a share on the server and access
it from the client. You can access files on the share either by specifying a
UNC path (\\ ser ver\ shar e\ pat h) or connecting the share to a local
drive name and using a dri ve: \ pat h syntax. Using UNC is

recommended because drive mappings may be different across machines,
while UNC allows you to unambiguously refer to a file on the network.

Shared Files Across UNIX and NT

For file sharing across UNIX and NT, you require a third party NFS product on NT to
export directories from NT to UNIX.

Common LSF Base Problems

This section lists some other common problems with the LIM, the RES and interactive
applications.

LIM Dies Quietly

Run the following command to check for errors in the LIM configuration files.
% | sadm n ckconfig -v

This displays most configuration errors. If this does not report any errors, check in the
LIM error log.

LIM Unavailable

Sometimes the LIM is up, but executing the | sl oad command prints the following
error message:
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Conmuni cation tine out.

If the LIM has just been started, this is normal, because the LIM needs time to get
initialized by reading configuration files and contacting other LIMs.

If the LIM does not become available within one or two minutes, check the LIM error
log on the local host.

When the local LIM is running but there is no master LIM in the cluster, LSF
applications display the following message:

Cannot locate master LIM now, try later”.

Check the LIM error logs on the first few hosts listed in the “Host” section of the
| sf.cluster. cluster file.

RES Does Not Start

Check the RES error log.

UNIX If the RES is unable to read the | sf . conf file and does not know where to
write error messages, it logs errors into sysl og( 3) .

NT If the RES is unable to read the | sf. conf file and does not know where to
write error messages, it logs errors into C: \ t enp.

User Permission Denied

If remote execution fails with the following error message, the remote host could not
securely determine the user ID of the user requesting remote execution.

User perm ssion deni ed.

Check the RES error log on the remote host; this usually contains a more detailed error
message.

If you are not using an identification daemon (LSF_AUTH s not defined in the

| sf. conf file), then all applications that do remote executions must be owned by
r oot with the set ui d bit set. This can be done as follows.
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% chnod 4755 fil enane

If the binaries are on an NFS-mounted file system, make sure that the file system is not
mounted with the nosui d flag.

If you are using an identification daemon (defined in the | sf. conf file by
LSF_AUTH), i net d must be configured to run the daemon. The identification daemon
must not be run directly.

If LSF_USE_HOSTEQUI Vis defined in the | sf. conf file, check if/ et ¢/

host s. equi v or HOVE/ . r host s on the destination host has the client host name in
it. Inconsistent host names in a name server with / et ¢/ host s and/ et c/

host s. equi v can also cause this problem.

On SGI hosts running a name server, you can try the following command to tell the
host name lookup code to search the / et ¢/ host s file before calling the name server.

% setenv HOSTRESORDER “local, nis,bind”
Non-uniform File Name Space

A command may fail with the following error message due to a non-uniform file name
space.

chdir(...) failed: no such file or directory

You are trying to execute a command remotely, where either your current working
directory does not exist on the remote host, or your current working directory is
mapped to a different name on the remote host.

If your current working directory does not exist on a remote host, you should not
execute commands remotely on that host.

UNI X If the directory exists, but is mapped to a different name on the remote host,
you have to create symbolic links to make them consistent.

LSF can resolve most, but not all, problems using aut onount . The
automount maps must be managed through NIS. Follow the instructionsin
your Release Notes for obtaining technical support if you are running
automount and LSF is not able to locate directories on remote hosts.
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Common LSF Batch Problems

This section lists some common problems with LSF Batch. Most problems are due to
incorrect installation or configuration. Check the nbat chd and sbat chd error log
files; often the log messages points directly to the problem.

Batch Daemons Die Quietly

First, check the sbat chd and nbat chd error logs. Try running the following
command to check the configuration.

% badmi n ckconfig

This reports most errors. You should also check if there is any email from LSF Batch in
the LSF administrator’s mailbox. If the nbat chd is running but the sbat chd dies on
some hosts, it may be because nmbat chd has not been configured to use those hosts. See
‘Host Not Used By LSF Batch’ on page 244.

sbat chd Starts But nbat chd Does Not

Check whether LIM is running. You can test this by running the | si d command. If
LIM is not running properly, follow the suggestions in this chapter to fix the LIM first.
You should make sure that LSF and LSF Batch are using the same | sf . conf file. Note
that it is possible that mbat chd is temporarily unavailable because the master LIM is
temporarily unknown, causing the following error message.

sbat chd: unknown service

Check whether services are registered properly. See ‘Registering LSF Service Ports’ on
page 84 of the LSF Installation Guide.

Host Not Used By LSF Batch

If you configure a list of server hosts in the Host section of the | sb. host s file,

nbat chd allows sbat chd to run only on the hosts listed. If you try to configure an
unknown host in the Host G- oup or Host Par ti ti on sections of thel sb. host s file,
or as a HOSTS definition for a queue in the | sb. queues file, mbat chd logs the
following message.
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nbat chd on host: LSB CONFDI R/ cluster/configdir/file(line #):
Host hostnane is not used by | sbatch;

i gnor ed

If you start sbat chd on a host that is not known by nbat chd, nbat chd rejects the
sbat chd. The sbat chd logs the following message and exits.

This host is not used by Isbatch system

Both of these errors are most often caused by not running the following commands, in
order, after adding a host to the configuration.

| sadmi n reconfig
badnmi n reconfig

You must run both of these before starting the daemons on the new host.

Error Messages

The following error messages are logged by the LSF daemons, or displayed by the
following commands.

| sadm n ckconfig
badnmi n ckconfig

LSF daemon message logs are described in ‘Managing Error Logs’ on page 45.
General Errors

The messages listed in this section may be generated by any LSF daemon.

can't open file: error
The daemon could not open the named file for the reason given by error.
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This error is usually caused by incorrect file permissions or missing files. All
directories in the path to the configuration files must have ‘x’ permission for
the LSF administrator, and the actual files must have ‘r’ permission. Missing
files could be caused by incorrect path names in the | sf. conf file, running
LSF daemons on a host where the configuration files have not been installed,
or having a symbolic link pointing to a nonexistent file or directory.

file(line): malloc failed
Memory allocation failed. Either the host does not have enough available
memory or swap space, or there is an internal error in the daemon. Check the
program load and available swap space on the host; if the swap space is full,
you must add more swap space or run fewer (or smaller) programs on that
host.

aut h_user: getservbynane(ident/tcp) failed: error;

i dent nust be registered in services
LSF_AUTH=i dent is defined inthe | sf. conf file, butthei dent/tcp
service is not defined in the services database. Add i dent / t cp to the services
database, or remove LSF_AUTH from the | sf. conf fileand setui d root
those LSF binaries that require authentication.

aut h_user: operation(<host>/<port>) failed: error
LSF_AUTH=i dent isdefinedinthel sf. conf file, but the LSF daemon failed
to contact the ident daemon on host. Check that i dent is defined in host’s
i net d. conf and the ident daemon is running on host.

auth user: Authentication data format error (rbuf=<data>) from <host>/<port>

auth_user: Authentication port msmatch (...) from <host >/ <port >
LSF_AUTH=i dent is defined in the | sf. conf file, but there is a protocol
error between LSF and the ident daemon on host . Make sure the ident
daemon on host is configured correctly.

user ok: Request from bad port (<portno>), denied
LSF_AUTHi s not defined, and the LSF daemon received a request that
originates from a non-privileged port. The request is not serviced.

Set the LSF binaries (for example, | srun) to be owned by r oot with the

set ui d bit set, or define LSF_AUTH=i dent and set up an ident server on all
hosts in the cluster. If the binaries are on an NFS-mounted file system, make
sure that the file system is not mounted with the nosui d flag.
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user ok: Forged usernane suspected from <host >/ <port>: <cl ai ned user>/ <actual user>
The service request claimed to come from user cl ai ned user butident
authentication returned that the user was actually act ual user . The request
was not serviced.

user ok: ruserok(<host>, <uid>) failed
LSF_USE HOSTEQUI Visdefinedinthel sf. conf file,buthost hasnotbeen
set up as an equivalent host (see / et ¢/ host . equi v), and user ui d has not
setup a. rhosts file.

init_Accept Sock: RES service(res) not registered, exiting

init_Accept Sock: res/tcp: unknown service, exiting

i nitSock: LIMservice not registered. See LSF Guide for help

i nitSock: Service |limudp is unknown. Read LSF Guide for help

get _ports: <serv> service not registered

The LSF services are not registered. See ‘Registering LSF Service Ports’ on
page 84 of the LSF Installation Guide.

init_AcceptSock: Can't bind daemon socket to port <port>: error, exiting

init_ServSock: Could not bind socket to port <port>: error
These error messages can occur if you try to start a second LSF daemon (for
example, RES is already running, and you execute RES again). If this is the

case, and you want to start the new daemon, Kill the running daemon or use
the | sadmi n or badm n commands to shut down or restart the daemon.
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Configuration Errors

The messages listed in this section are caused by problems in the LSF configuration
files. General errors are listed first, and then errors from specific files.

file(line): Section nane expected after Begin; ignoring section
file(line): Invalid section nane nane; ignoring section
The keyword begi n at the specified line is not followed by a section name, or

is followed by an unrecognized section name.

file(line): section section: Premature EOF
The end of file was reached before reading the end sect i on line for the
named section.

file(line): keyword line format error for section section; Ignore this section
The first line of the section should contain a list of keywords. This error is
printed when the keyword line is incorrect or contains an unrecognized
keyword.

file(line): values do not nmatch keys for section section; Ignoring line
The number of fields on a line in a configuration section does not match the
number of keywords. This may be caused by not putting () in a column to
represent the default value.

file: Host Model section missing or invalid
file: Resource section missing or invalid
file: HostType section missing or invalid

The Host Model , Resour ce, or Host Type section inthe | sf. shar ed file is
either missing or contains an unrecoverable error.

file(line): Name nane reserved or previously defined. |gnoring index
The name assigned to an external load index must not be the same as any built-
in or previously defined resource or load index.
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file(line): Duplicate clustername nane in section cluster.

I gnoring current |ine
A cluster name is defined twice in the same | sf. shar ed file. The second
definition is ignored.

file(line): Bad cpuFactor for host nodel nodel. Ignoring |line
The CPU factor declared for the named host model in the | sf. shar ed file is
not a valid number.

file(line): Too many host nodels, ignoring nodel nane
You can declare a maximum of 25 host models in the | sf . shar ed file.

file(line): Resource nanme nanme too long in section resource.
Shoul d be I ess than 40 characters. lgnoring |ine
The maximum length of a resource name is 39 characters. Choose a shorter
name for the resource.

file(line): Resource name nane reserved or previously defined.
I gnoring |ine.
You have attempted to define a resource name that is reserved by LSF or
already defined in the | sf. shar ed file. Choose another name for the
resource.

file(line): illegal character in resource nane: nane, Section resource.
Li ne ignored.
Resource names must begin with a letter in the set [a-zA-Z], followed by
letters, digits or underscores [a-zA-Z0-9_].

LIM Messages

The following messages are logged by the LIM:

mai n: LIMcannot run without |icenses, exiting
The LSF software license key is not found or has expired. Check that FLEXIm
is set up correctly, or contact your LSF technical support.

mai n: Recei ved request fromunlicensed host <host>/<port>
LIM refuses to service requests from hosts that do not have licenses. Either
your LSF license has expired, or you have configured LSF on more hosts than
your license key allows.
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initLicense: Trying to get license for LIMfrom source
<LSF_CONFDI R/ | i cense. dat >

getLicense: Can't get software license for LIM from license
file <LSF_CONFDIR/license.dat>: feature not yet available.

Your LSF license is not yet valid. Check whether the system clock is correct.

findHostbyAddr/<proc>: Host <host>/<port> is unknown by
<myhostname>

function: Gethostbyaddr_(<host>/<port>) failed: error
main: Request from unknown host <host>/<port>: error
function: Received request from non-LSF host <host>/<port>

The daemon does not recognize host as an LSF host. The request is not
serviced. These messages can occur if host was added to the configuration
files, but not all the daemons have been reconfigured to read the new
information. If the problem still occurs after reconfiguring all the daemons,
check whether host is a multi-addressed host. See “Host Naming” in the LSF
Installation Guide.

rcvLoadVect or: Sender (<host>/<port>) may have different config?
Mast er Regi ster: Sender (host) may have different config?
LIM detected inconsistent configuration information with the sending LIM.

Run the following command so that all the LIMs have the same configuration
information.

% | sadmin reconfig

Note any hosts that failed to be contacted.

rcvLoadVector: Got | oad fromclient-only host <host>/<port>.
Kill LIMon <host>/<port>
A LIM is running on an LSF client host. Run the following command, or go to
the client host and kill the LIM daemon.

% | sadm n | i mshut down host
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savel ndx: Unknown index name <nane> from ELI M
LIM received an external load index name that is not defined in the
| sf. shar ed file. If name is defined in | sf. shar ed, reconfigure the LIM.
Otherwise, add name to the | sf. shar ed file and reconfigure all the LIMs.

savel ndx: ELI M over-riding value of index <nane>
This is a warning message. The ELIM sent a value for one of the built-in index
names. LIM uses the value from ELIM in place of the value obtained from the
kernel.

getusr: Protocol error num ndx not read (cc=num): error

getusr: Protocol error on index nunber (cc=num): error

Protocol error between ELIM and LIM. See ‘Changing LIM Configuration’ on
page 55 for a description of the protocol.

RES Messages

These messages are logged by the RES.
doaccept conn: get pwnan( <user nane>@host >/ <port>) failed: error

doacceptconn: User <username> has uid <uidl> on client host
<host >/ <port>, uid <ui d2> on RES host; assunme bad user

aut hRequest : user nane/ ui d <user Nane>/ <ui d>@host >/ <port > does not exi st

authRequest: Submitter's name <clname>@<clhost> is different
from name <Iname> on this host

RES assumes that a user has the same userID and username on all the LSF
hosts. These messages occur if this assumption is violated. If the user is
allowed to use LSF for interactive remote execution, make sure the user’s
account has the same userID and username on all LSF hosts.

doacceptconn: root renpte execution pernission denied
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aut hRequest: root job subnission rejected

Root tried to execute or submita job but LSF_ ROOT_REX is not defined in the
| sf. conf file.

resControl: operation permssion denied, uid = <uid>
The user with user ID uid is not allowed to make RES control requests. Only
the LSF manager, or root if LSF_ROOT _REXis definedin| sf . conf, can make
RES control requests.

resControl: access(respath, X OK): error
The RES received a reboot request, but failed to find the file r espat h to re-

execute itself. Make sure r espat h contains the RES binary, and it has
execution permission.

LSF Batch Messages

The following messages are logged by the nbat chd and sbat chd daemons:
renewJob: Job <jobld>: rename(<frone,<to>) failed: error
nbat chd failed in trying to re-submit a rerunnable job. Check that the file
f r omexists and that the LSF administrator can rename the file. If f r omisin an
AFS directory, check that the LSF administrator’s token processing is properly
setup (see ‘Installation on AFS’ on page 97 of the LSF Installation Guide).
| ogJobl nfo_: fopen(<logdir/info/jobfile>) failed: error
|l ogJoblnfo : wite <logdir/info/jobfile> <data> failed: error
| ogJobl nfo_: seek <logdir/info/jobfile> failed: error
logJoblnfo : wite <logdir/info/jobfile> xdrpos <pos> failed: error
loglobinfo : wite <logdir/info/jobfile> xdr buf len <len> failed: error
| ogJoblnfo_: close(<logdir/info/jobfile>) failed: error

rmLogJobinfo: Job <jobld>: can't unlink(<logdir/info/jobfile>): error

rmLogJobinfo_: Job <jobld>:; can't stat(<logdir/info/jobfile>): error
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readLogJoblnfo: Job <jobld> can't open(<logdir/info/jobfile>): error
start_job: Job <jobld>: readLogJoblnfo failed: error

readLogJoblnfo: Job <jobld>; can't read(<logdirinfo/jobfile>) size size:
eror

initLog: mkdir(<logdir/info>) failed: error
<fname>: fopen(<logdir/file> failed: error
getElogLock: Can’t open existing lock file <logdir/file>: error
getElogLock: Error in opening lock file <logdir/file>: error
releaseElogLock: unlink(<logdir/lockfile>) failed: error
touchElogLock: Failed to open lock file <logdir/file>: error
touchElogLock: close <logdir/file> failed: error
nbat chd failed to create, remove, read, or write the log directory or afile in

the log directory, for the reason given in er r or . Check that LSF manageri d
has read, write, and execute permissions on the | ogdi r directory.

If | ogdi r is on AFS, check that the instructions in ‘Installation on AFS’ on
page 97 of the LSF Installation Guide have been followed. Do f s | a to verify
that the LSF administrator owns| ogdi r and that the directory has the correct
acl.

replay_newjob: File <logfile> at line <line> Queue <queue>
not found, saving to queue <lost_and_found>

replay_switchjob: File <logfile> at line <line> Destination
gueue <queue> not found, switching to queue <l ost_and_found>

When nbat chd was reconfigured, jobs were found in queue but that queue
is no longer in the configuration.
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replay_startjob: Jobld <jobld> exec host <host> not found,

saving to host <l ost_and found>
When mbatchd was reconfigured, the event log contained jobs dispatched to

host, but that host is no longer configured to be used by LSF Batch.

do restartReq: Failed to get hData of host <hostnane>/ <host addr>
nbat chd received a request from sbat chd on host host nane, but that host
is not known to nbat chd. Either the configuration file has been changed but
nbat chd has not been reconfigured to pick up the new configuration, or
host nane is a client host but the sbat chd daemon is running on that host.
Run the following command to reconfigure the nbat chd or kill the shat chd

daemon on host nane.

% badmi n reconfig
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B. LSF Directories

This table lists the directories used by the LSF system, their modes and contents.

Table 2. LSF Directories

Directory Mode Contents

$LSB_CONFDI R 755 LSF Batch configuration files, must be owned by

$LSB_CONFDI R/ * the primary LSF administrator, and shared by all
potential master hosts

$LSB_SHAREDI R/ 755 LSF Batch accounting files, must be owned by

cluster/|ogdir the primary LSF administrator, and shared by all
potential master hosts

$LSB_LOCALDI R 755 Local directory, on the master host, owned by

the primary LSF administrator, used to store the
primary copy of LSF Batch event logs

$LSF _BI NDI R 755 User commands, must allow setuid to root,
shared by all hosts of the same type
$LSF_CONFDI R 755 LSF cluster configuration files, must be owned

by the primary LSF administrator, and shared by
all LSF server hosts

$LSF_ENVDI R 755 | sf. conf file, must be owned by root

$LSF_I NCLUDEDI R 755 Header files| sf/1 sf. hand | sf/| sbatch. h

$LSF_I NDEP 755 Host type independent files shared by all hosts

$LSF_LI BDI R 755 LSF libraries, shared by all hosts of the same type

$LSF_LOGDI R 1777 Server error logs, must be owned by root

$LSF_MACHDEP 755 Host type dependent files shared by all hosts of
the same type

$LSF_MANDI R 755 LSF man pages shared by all hosts
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Table 2. LSF Directories

Directory

Mode

Contents

$LSF_M SC

755

Examples and other miscellaneous files shared
by all hosts

$LSF_SERVERDI R 755 Server binaries, must be owned by root, and
shared by all hosts of the same type

$XLSF_APPDI R 755 Window application resource files, shared by all
hosts

$XLSF_Ul DDI R 755 GUI UID files, shared by all hosts of the same

type
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C. Sample System Support

This section describes how LSF can be configured to support specific systems. Several
systems are discussed: IRIX 6 processor sets, Solaris 2.6 processor sets, IBM SP-2, Cray
Research NQS, and Atria Clearcase.

IRIX 6 Processor Sets

IRIX 6 allows the processors in a multiprocessor system to be divided into groups of
processors call processor sets. IRIX 6 provides facilities to allow a user to define
processor sets, and to run processes onto specific processor sets.

The pset (1M command allows administrators to set up and manipulate processor
sets and associate processes with sets. Once a process is associated with a processor set,
the process and all its children will be scheduled only on the processors in that set. The
definition of the processor set can be dynamically changed to increase or reduce the
number of processors a process can be scheduled on.

LSF can be made to interface with processor sets by using pset ( 1M inthe queue-level
pre- and post-execution commands (see ‘Queue-Level Pre-/Post-Execution Commands’ on
page 224). This allows batch jobs to be assigned to certain processors.

Note
Since the pset command must be run as root but, by default, queue-level pre- and
post- execution commands are run as the user that submitted the command, you must
define LSB_PRE_POST_EXEC USER=r oot in/etc/| sf. sudoers. See ‘The
Isf.sudoers File’ on page 189 for details.

The following gives examples on how to handle different processor allocation
situations for an 8-processor machine.
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Time-Based Processor Allocation

During the day you want to ensure that batch jobs only use four processors with the
remaining four dedicated for interactive users. During the night you want the batch
jobs to be able to use all processors.

This can be accomplished by:

Step 1

Step 2

Step 3
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Create a ‘batch’ processor set and an ‘interactive’ processor set with half the
processors in each set. This can be done by setting upan/ et c/ psset t ab file
as follows:

# <synbol i ¢ nane> <pset id> <processor |ist>
#

bat ch 100 0,1,2,3

interactive 101 4,5,6,7

Run the pset command as r oot to tell the operating system to read the
pssettab file:

# pset -i -v
All batch queues should specify the following PRE_EXEC parameter:
PRE_EXEC = pset -p $LS JOBPI D batch

The LS_JOBPI Dwill be set to the process identifier of the batch job process.
The pset command will tell IRIX to schedule that process and any of its
children in the batch processor set.

Set up two cron jobs one of which runs every morning at 8 a.m. and the other
every evening at 6 p.m. The cron job running at 8 a.m. should execute the
command:

# Move processors 4,5,6,7 out of the batch processor set
pset -s batch \!14,5,6,7
The cron job running at 6 p.m. should execute the command:

# Move processors 4,5,6,7 into the batch processor set.
pset -s batch +4,5,6,7



User-Based Processor Allocation

You want to give a particular user (Jane) exclusive access to one processor if she has
jobs to run. Otherwise, users should be able to use all eight processors for batch jobs.

This can be accomplished by:

Step 1 Create a processor set called ‘excl’ and another processor set ‘batch’ for normal
batch jobs. The ‘batch’ processor set can initially contain all processors and the
‘excl’ set contains only processor 0.

Step 2 Create a queue that will only accept jobs from Jane. The pre- and post-
execution commands can be used to shuffle processors between processor sets
such that Jane will get exclusive access to a processor:

Begi n Queue

QEBEE NAME = excl usi ve
PRARTY =43

USRS = jane

# Mbve processor O frombatch processor set to excl processor set
# Associate the job with the excl set.

PRE EXEC = pset -s excl +0; pset -s batch -0; pset -p $LS J@BA D excl
#Mbve processor 0 back to the batch processor set

PCST_EXEC = pset -s excl -0; pset -s batch +0

DESCRIPTION = Provides exdusive access to a processor for Jane's jobs

End Queue

Other queues should have their pre-execution command set to:

PRE_EXEC = pset -p $LS JOBPI D batch
Other Situations

More complicated situations can be handled by using scripts in the pre- and post-
execution commands which check for other conditions. For example in the above
‘User-Based Processor Allocation’ case, if you wanted to give Jane up to four processors
to use (but not more), the pre-execution script could use pset to determine how many
processors were already in the ‘excl’ set and move an additional processor from the
‘batch’ set into the ‘excl’ set until the ‘excl’ set has four processors.
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Support for Solaris Processor Sets

Solaris 2.6 allows the processors in a multiprocessor system to be divided into groups
of processors call processor sets. It provides facilities to allow a user to define processor
sets, and to run processes on specific processor sets.

The psrset (1M command allows administrators to set up, manipulate, and
associate processes with processor sets. Once a process is associated with a processor
set, the process and all its children will be scheduled on the processors in that set. The
definition of the processor can be dynamically changed to increase or reduce the
number of processors on which a process can be scheduled.

LSF can be made to interface with processor sets by using psr set (1M in the queue-
level pre- and post-execution commands (see ‘Queue-Level Pre-/Post-Execution
Commands’ on page 224 for detailed information). This allows batch jobs to be
dispatched onto certain processors.

Note
Since the psrset (1M command must be run as root but, by default, queue-level
pre- and post-execution commands are run as the user that submitted the command,
you must define LSB_PRE_POST_EXEC_USER=rootin/ et c/ | sf. sudoers.
See ‘The Isf.sudoers File’ on page 189 for more details.

The following gives examples of how to handle different processor allocation
situations for an 8-processor machine.

Time-Based Processor Allocation

Suppose that during the day, you want to ensure that batch jobs only use 4 processors
with the remaining 4 dedicated for interactive users. During the night, you want the
batch jobs to be able to use all processors. This can be accomplished by using the
following procedure:

Step 1 Create a processor set with 4 processors (0,1,2,3) for batch jobs—use the
following commands (assuming that no processor set has yet been defined, the
processor set id will start from 1).

Y%psrset -c O # create a processor set. check the
processor set id fromthe print out.
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Step 2

Step 3

Step 4

Step 5

processor 0: was not assigned, now 1
Y%srset -a 1 1 # put processor 1 into processor set 1.
processor 1. was not assignhed, now 1
Y%srset -a 1 2 # put processor 2 into processor set 1.
processor 2: was not assignhed, now 1
%srset -a 1 3 # put processor 3 into processor set 1.
processor 3. was not assignhed, now 1

Create another processor set with 4 processor (4,5,6,7) for interactive jobs—use
the following commands.

%psrset -c 4 # create a processor set. check the
processor set id fromthe print out.

processor 4: was not assigned, now 2

%srset -a 2 5 # put processor 5 into processor set 2
processor 5. was not assigned, now 2

%psrset -a 2 6 # put processor 6 into processor set 2
processor 6: was not assigned, now 2

Y%psrset -a 2 7 # put processor 7 into processor set 2
processor 7: was not assignhed, now 2

All batch queues should specify the following PRE_EXEC parameter:

PRE EXEC = psrset -b 1 $LS JOBPID

The LS _JOBPID will be set to the process identifier of the batch job process.
The psr set command will tell the system to schedule that process and any of
its children in the batch processor set.

Interactive queues should specify the following PRE_EXEC parameter:

PRE EXEC = psrset -b 2 $LS JOBPID

The LS _JOBPID will be set to the process identifier of the interactive job
process. The psr set command will tell the system to schedule that process
and any of its children in the interactive processor set.

Set up two cron jobs, one of which runs every morning at 8 a.m., and the other

every evening at 6 p.m. The cron job running at 8 a.m. should execute the
following commands:
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# Move processors 4,5,6,7 out of the batch processor set.
psrset -r 4
psrset -r 5
psrset -r 6
psrset -r 7

The cron job running at 6 p.m. should execute the commands:

# Move processors 4,5,6,7 into the batch processor set.
psrset -a 1l 4
psrset -a 1 5
psrset -a 1 6
psrset -a 1 7

Alternatively, you can use LSF JobScheduler to run this periodic job.

User-Based Processor Allocation

Suppose you want to give a particular user (Bob) exclusive access to one processor if
he has jobs to run. Otherwise, users should be able to use all 8 processors for batch jobs.
This can be accomplished by:

Step 1

Step 2
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Create a processor set 3 and leave it empty using the following commands:

%psrset -c 0O # create a processor set. check the
processor set id fromthe print out.

processor 0: was 1, now 3

%srset -a 1 0 # rel ease processor 0 from processor set
3, and put it back to the processor set 1

processor 0: was 3, now 1

Create a queue that will only accept jobs from Bob. The pre- and post-
execution commands can be used to shuffle processors between processor sets
such that Bob will get exclusive access to a processor.

Begi n Queue

QUEUE_NAME = excl usive
PRI ORI TY = 43

USERS = bob

# Move processor 0 frombatch processor set 1 to



excl usi ve processor set 3

# associate the job with the excl usive set
PRE_EXEC = Jusr/local/lsf/etc/procset
$LSB_JOBPI D

# Move processor 0 back to the batch processor set

POST_EXEC = Jusr/local/lsf/etc/procset

DESCRI PTI ON = Provide an exclusive access to a
processor for Bob's jobs

End Queue

The samplescriptpr ocset isincludedinexanpl es/ sol ari s- pset directory of the
distribution.

Other Situations

More complicated situations can be handled by using scripts in the pre- and post-
execution commands which check for other condition. For example in the above 'User-
Based Processor Allocation’ case, if you wanted to give Bob up to 4 processors to use
(but not more), the pre-execution script could use psrset (1M) to determine how many
processors were already in processor set 3 and move an additional processor from the
batch processor set 1 into processor set 3 until processor set 3 has 4 processors.
Remember to release the processors to the batch processor set 1.

IBM SP-2 Support

An IBM SP-2 system consists of multiple nodes running AIX. The system can be
configured with a high-performance switch to allow high bandwidth, low latency
communication between the nodes. The allocation of the switch to jobs as well as the
division of nodes into pools is controlled by the SP-2 Resource Manager.

IBM’s Parallel Operating Environment (POE) interfaces with the Resource Manager to
allow users to run parallel jobs requiring dedicated access to the high performance
switch.

The following are provided in LSF to support POE jobs running under LSF;
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= A poej ob script which translates the nodes allocated by LSF Batch into an
appropriate host list and environment variables for use by POE. The poej ob script
also causes the job to be requeued, if the request for dedicated access to the switch
fails.

= Anexternal LIM (ELIM) which contacts the SP-2 Resource Manager to determine
which pool each node is in and the status of the high-performance switch. Two
new load indices, pool and| ock, are introduced to represent the pool the node is
in and whether the switch is locked or not, respectively. The SP-2 ELIM uses the
j m_st at us command to collect information from the Resource Manager.

The ‘poejob’ script is installed as part of the standard installation procedure. The SP-2-
specific ELIM can be found in the examples directory of the distribution.

The following steps should be followed to allow POE jobs to run under LSF:

Step 1

Step 2

Step 3

Ensure that the SP-2 node names are the same as their host names. That is,
j m_st at us should return the same names for the nodes that | sl oad returns.

Build and install the SP-2 ELIM. A README. sp?2 file is provided in the
examples directory with specific instructions.

Add the following to the | sf. shar ed file in the LSF_CONFDI Rdirectory to
pick up the indices reported by the ELIM

Begi n Resource

NAME TYPE | NTERVAL | NCREASI NG DESCRI PTI ON
|l ock Numeric 60 Y (1 BM SP2 Node | ock status)
pool Numeric 60 N (1BM SP2 POAER parall el system pool)

End New ndex Resource

= For all queues which accept POE jobs define a requeue exit value and a threshold
for the | ock index.

264



For example:

Begi n Queue

NANME=poej obs

| ock=0

REQUEUE_EXI T_VALUES = 133

End Queue
The poej ob script will exit with 133 if it is necessary to requeue the job. Note that other
types of jobs should not be submitted to the same queue. Otherwise, they will get

requeued if they happen to exit with 133. The scheduling threshold on the | ock index
prevents dispatching to nodes which are being used in exclusive mode by other jobs.

Note that it is only necessary to enable requeuing of POE jobs if some users submit jobs
requiring exclusive access to the node.

Support for HP Exemplar Technical Servers

The HP Exemplar Technical Server is a high performance cache coherent Non Uniform
Memory Access (ccNUMA) computer system. The Exemplar system supports the
partitioning of the computing resources into subcomplexes which are collections of
processors and memory from one or hypernodes in the system. The Subcomplex
Manager (SCM) enables administrators to configure processor and memory resources
into subcomplexes.

The following are provided in LSF to support the Exemplar:

< Anexternal LIM (ELIM) which collects subcomplex load information. There are 6
load indices collected for each subcomplex including the subcomplex’s private
memory, global memory, number of CPUs, 5-second run queue, 30-second run
queue, and 60-second run queue. This information can be used to control the
scheduling of jobs onto a subcomplex.

= A queue-level job starter (see ‘Job Starter’ on page 227) to start a job on a particular
subcomplex. Each LSF Batch queue must be associated with one subcomplex.
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LSF does not currently support dynamic load balancing between subcomplexes.

The following steps should be taken to setup an Exemplar system to run LSF.

Step 1

Step 2

Step 3

Build and install the Exemplar ELIM. Follow the instructions in the READVE
file in the exanpl es directory of the distribution.

Add the definitions for the load indices for each subcomplex in the

| sf. shar ed file.

Add queue definitions for each subcomplex to the | sb. queues file.

Adding Load Indices Definitions

Edit the LSF_CONFDI R/ | sf . shar ed configuration. Add the definitions for the load
indices for each subcomplex. For example, if you have two subcomplexes, you need to

configure 12 indices as follows:

Begi n Resour ce

NAME TYPE
sclPe  Nuneric
sclGe Nuneric
sclcpu  Nuneric
sclrbs  Nuneric
sclr30 Nuneric
sclrlm Nuneric
sc2Pe  Nuneric
sc2G®e  Nuneric
sc2cpu  Nuneric
sc2rbs  Nuneric
sc2r30 Nuneric
sc2rim Nuneric
End Newl ndex

INTERVAL INBREAS NG DESCR PTION

60
60
60
60
60
60
60
60
60
60
60
60

<< <KZZ2Z<<<<<<Z2zZ2Zz2

(Subconpl ex
(Subconpl ex
( Subconpl ex
( Subconpl ex
( Subconpl ex
(Subconpl ex
(Subconpl ex
(Subconpl ex
( Subconpl ex
( Subconpl ex
( Subconpl ex
(Subconpl ex

one private nenory)
one gl obal nenory)
one nunber cpu)

one five sec runQ
one thirty sec runQ
one one mnute runQ
two private nenory)
two global nenory)
two nunber cpu)

two five sec runQ
two thirty sec runQ
two one minute runQ

The index names should be of the form scNxxx where N is the subcomplex number.
The name of the subcomplexes defined on the system can be obtained by running the
following command
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% sysinfo -1s

System | oad aver age: 4.30 4.28 4.09

| arged bMem | oad aver age: 3.20 2.18 2.07

The subcomplex number corresponds to its position in the list. In the above example,
Syst emis subcomplex 1and | ar ge@ bMemis subcomplex 2. The names of the indices
can be modified if appropriate changes are made to the supplied ELIM.

Itis possible to change the name of the indices to include the subcomplex name instead
of using a number. This requires changes to the supplied Exemplar ELIM.

The built-in load indices reported by the LIM on the Exemplar are implemented as
follows:

e r15s,r1mand r 15mare the total run queue lengths of all nodes in all
subcomplexes

= ut and pg are the CPU utilization and paging rate averaged over all nodes in all
subcomplexes

= nemis the amount of global memory available

= The swp index is not currently available on the Exemplar. The swp index should
not be used as a threshold to control scheduling

Adding Queue Definitions

Edit the queue definitions in LSB_CONFDI R/ cluster/ confi gdi r/ 1 sbh. queues to
add queue definitions for each subcomplex. A Job Starter should be specified for each
queue to control which subcomplex jobs from the queue will run on.

For example:
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Begi n Queue
QUEUE_NAME = long
= npa -sc | arged bivem

JOB_STARTER

DESCRI PTI ON = Long jobs on the | argd bMem subconpl ex
End Queue

Begi n Queue

QUEUE_NAME = short

JOB_STARTER = npa -sc System

DESCRI PTI ON = Short jobs on the System subconpl ex
End Queue

The JOB_STARTER parameter uses the npa(1) command to start the job script file onto
the subcomplex specified with the - sc option. LSF sets the LSB_JOBFI LENAME
environment variable, which specifies a shell script containing the user’s commands.

You can use the load indices for each subcomplex to control the scheduling or
suspension of jobs on that subcomplex. For example:

Begi n Queue

QUEUE_NAME = idle
JOB_STARTER = npa -sc System
sclrlm = 2.0/6.0

End Queue

would only start jobs on the Syst emsubcomplex if the 1-minute run queue was below
2.0 and suspend jobs if it goes above 6.0. Note that the load index specified in the
scheduling constraints should correspond to the subcomplex specified in the
JOB_STARTER parameter.

It is possible to make use of the queue level pre-/post-execution commands to move
CPUs between subcomplexes on a per-job basis. For example, if an exclusive
subcomplex has been set up, CPUs can be moved from the system subcomplex before
job execution by the pre-exec command and moved back to the system subcomplex
after job execution by the post-execution command.
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Begi n Queue

QUEUE_NAME = excl usive
JOB_STARTER = npa -sc Exclusive
PRE_EXEC = [usr/ spp/ noveCpuToEXx
POST_EXEC = [usr/ spp/ noveCpuToSys
End Queue

The Exemplar supports kernel level checkpointing using the chkpnt (1) and
rest art (1) commands. To enable checkpointing on Exemplar systems, copy
erestart and echkpnt tothe LSF_SERVDI R

Users are not required to take any special actions for submitting jobs on a Exemplar
system. If an Exemplar system is integrated into a larger cluster of machines, it is
possible to set up queues that can dispatch to all machines. You need to specify a Job
Starter script, which runs the job file through the npa(1) for the Exemplar, and just
executes the job file on non-Exemplar systems. Also scheduling constraints should be
specified using the queue-level RES REQparameter to distinguish between Exemplar
and non-Exemplar systems. For example:

RES REQx (type=Exenpl ar &% sclrim< 2.0) || (type != Exenplar & rim< 2.0)

Configuring NQS Interoperation

NQS (Network Queuing System) is a UNIX batch queuing facility that allows users to
queue batch jobs to individual UNIX hosts from remote systems. This section describes
how to configure and use LSF to submit and control batch jobs in NQS queues.

If you are not going to configure LSF to interoperate with NQS, you do not need to read
this section.

While itis desirable to run LSF on all hosts for transparent resource sharing, this is not
always possible. Some of the computing resources may be under separate
administrative control, or LSF may not currently be available for some of the hosts.

An example of this is sites that use Cray supercomputers. The supercomputer is often
not under the control of the workstation system administrators. Users on the
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workstation cluster still want to run jobs on the Cray supercomputer. LSF allows users
to submit and control jobs on the Cray system using the same interface as they use for
jobs on the local cluster.

LSF queues can be configured to forward jobs to remote NQS queues. Users can submit
jobs, send signals to jobs, check the status of jobs, and delete jobs that are forwarded to
the remote NQS. Although running on an NQS server outside the LSF cluster, jobs are
still managed by LSF Batch in almost the same way as jobs running inside the LSF
cluster.

Registering LSF with NQS

This section describes how to configure LSF and NQS so that jobs submitted to LSF can
be run on NQS servers. You should already be familiar with the administration of the
NQS system.

Hosts

NQS uses a machine identification number (MID) to identify each NQS host in the
network. The MID must be unique and must be the same in the NQS database of each
host in the network. LSF uses the NQS protocol to talk with NQS daemons for routing,
monitoring, signalling and deleting LSF Batch jobs that run on NQS hosts. Therefore,
you must assign a MID to each of the LSF hosts that might become the master host.

To do this, perform the following steps:
Step 1 Log in to the NQS host as the NQS System Administrator or System Operator.
Step 2 Runthe nmapngr command to create MIDs for each LSF host that can possibly

become the master host. List all MIDs available. See the NQS nrmapngr (1)
manual page for a description of this command.

Users

NQS uses a mechanism similar to r user ok( 3) to determine whether access is
permitted. When a remote request from LSF is received, NQS looks in the / et ¢/
host s. equi v file. If the submitting host is found, requests are allowed as long as the
user name is the same on both hosts. If the submitting host is not listed in the / et ¢/
host s. equi v file, NQS looks for a. r host s file in the destination user’s home
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directory. This file must contain the names of both the submitting host and the
submitting user. Finally, if access still is not granted, NQS checks for afile called / et c/
host s. ngs. This file is similar to the . r host s file, but it can provide mapping of
remote user names to local user names. Cray NQS also looks for a. ngshost s file in
the destination user’s home directory. The . ngqshost s file has the same format as the
. rhost s file.

NQS treats the LSF cluster just as if it were a remote NQS server, except that jobs never
flow to the LSF cluster from NQS hosts.

For LSF users to get permission to run jobs on NQS servers, you must make sure the

above setup is done properly. Refer to your local NQS documentation for details on
setting up the NQS side.

| sb. nqgsmaps

Thel sb. ngsmaps file in the LSB_CONFDI K/ cluster/ conf i gdi r directory is for
configuring inter-operation between LSF and NQS.

Hosts

LSF must use the MIDs of NQS hosts when talking with NQS servers. The Host s
section of the LSB_CONFDI F/ cluster/ confi gdi r/ | sb. ngsnaps file contains the
MIDs and operating system types of your NQS hosts.

Begi n Hosts

HOST_NAME M D OS_TYPE

cray001 1 UNI COS #NQS host, nust specify OS_TYPE
sun0101 2 SOLARI S #NQS host

sgi 006 3 I RI X #NQS host

host A 4 - #LSF host; OS_TYPE is ignored
host D 5 - #LSF host

host B 6 - #LSF host

End Hosts

Note that the OS_TYPE column is required for NQS hosts only. For hosts in the LSF
cluster, OS_TYPE is ignored; the type is specified by the TYPE field in the
| sf.cluster. cluster file. The -’ entry is a placeholder.
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User Name Mapping

LSF assumes that users have the same account names and user IDs on all LSF hosts. If
the user accounts on the NQS hosts are not the same as on the LSF hosts, the LSF
administrator must specify the NQS user names that correspond to LSF users.

The User s section of the | sh. ngsmaps file contains entries for LSF users and the
corresponding account names on NQS hosts. The following example shows two users
who have different accounts on the NQS server hosts.

Begi n Users

FROM_NANME TO_NAME

user? (user 7]l @ray001 | user 7@&gi 006)
user4 (suser4@ray001)

End Users

FROM_NAME is the user’s login name in the LSF cluster, and TO_NAME is a list of the
user’s login names on the remote NQS hosts. If a user is not specified in the
| sb. ngsmaps file, jobs are sent to the NQS hosts with the same user name.

Configuring Queues for NQS jobs

You must configure one or more LSF Batch queues to forward jobs to remote NQS
hosts. A forward queue is an LSF Batch queue with the parameter NQS_ QUEUES
defined. ‘Adding a Batch Queue’ on page 90 describes how to add a queue to an LSF
cluster. The following queue forwards jobs to the NQS queue named pi pe on host
cray001:

Begi n Queue

QUEUE_NAME = ngsUse

PRI ORI TY = 30

NI CE = 15

QOB LIMT =5

UOB LIMT = ()

CPULIMT = 15
NQS_QUEUES = pipe@ray001
DESCRI PTI ON = Jobs subnmitted to this queue are forwarded to NQS
_QUEUES

USERS = all

End Queue
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You can specify more than one NQS queue for the NQS_ QUEUES parameter. LSF Batch
tries to send the job to each queue in the order they are listed, until one of the queues
accepts the job.

Since many features of LSF are not supported by NQS, the following queue
configuration parameters are ignored for NQS forward queues: PJOB LI M T,

POLI Cl ES, RUN_W NDOW DI SPATCH_W NDOW RUNLI M T, HOSTS, M G In addition,
scheduling load threshold parameters are ignored because NQS does not provide load
information about hosts.

Handling Cray NQS Incompadatibilities

Cray NQS is incompatible with some of the public domain versions of NQS. Different
versions of NQS on Cray may be incompatible with each other. If your NQS server host
isa Cray, some additional steps may be needed in order for LSF to understand the NQS
protocol correctly.

If the NQS version on a Cray is NQS 80.42 or NQS 71.3, then no extra setup is needed.
For other versions of NQS on a Cray, you need to define NQGS_ REQUESTS FLAGS and
NQS_QUEUES FLAGSinthel sb. par ans file.

NQS_REQUESTS_FLAGS = i nt eger

If the version is NQS 1.1 on a Cray, the value of this flag is 251918848.

For other versions of NQS on a Cray, do the following to get the value for this flag. Run
the NQS command:

% qgstat -h CrayHost -a

on a workstation, where Cr ayHost is the host name of the Cray machine. Watch the
messages logged by Cray NQS (you need access to the NQS log file on the Cray host):

03/02 12:31:59
03/02 12:31:59

pre_server(): Packet type=<NPK BTAT(203)>.
pre_server(): Packet contents are as foll ows:

03/02 12:31:59 | pre_server(): Nok_str[1] = <.

= <pl atfor .
03/02 12:31:59 | pre_server(): Nok_int[1l] = <1392767360>.
03/02 12:31:59 | pre_server(): Nok_int[2] = <2147483647>.

|
|
|
03/02 12:31:59 | pre_server(): Nok_str[2]
|
|
|

03/02 12:31:59 | showgstat_flags(): Hags=SHOR ALLUD SHO R SHRT
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SHORS RN SHO RS STAGE SHO RS QUELED SHO RS WA T SHO RS HLD SHO RS ARR\E
SHO Q BATCH SHO Q PLPE SO R FULL SHOR HR

The value of Npk_int[1] in the above output is the value you need for the parameter
NQS_REQUESTS_FLAGS.

NQS_QUEUES FLAGS = i nteger

To get the value for this flag, run the NQS command:

% qgstat -h CrayHost -p -b -1

on a workstation, where Cr ayHost is the host name of the Cray machine. Watch the
messages logged by Cray NQS (you need to have access to the Cray NQS log file):

03/ 02 12:32:57
03/ 02 12:32:57

pre_server(): Packet type=<NPK_QSTAT(203)>.
pre_server(): Packet contents are as foll ows:

03/02 12:32:57 pre_server(): Npk_str[1l] = <>.

= <pl atfornp.
03/02 12:32:57 pre_server(): Npk_int[1l] = <593494199>.
03/02 12:32:57 pre_server(): Npk_int[2] = <2147483647>.

|
|
|
03/02 12:32:57 | pre_server(): Npk_str[2]
|
|
|

03/02 12:32:57 show_gstat _flags(): Flags=SHO H ACCESS SHO H DEST
SHO H LIM SHO H RUNL SHO H SERV SHO R ALLUI D SHO Q HDR SHO Q LIM TS
SHO Q BATCH SHO Q Pl PE SHO Q FULL

The value of Npk_i nt [ 1] in the above output is the value you need for the parameter
NQS_QUEUES_FLAGS.

If you are unable to get the required information after running the above NQS

commands, make sure that your Cray NQS is configured properly to log these
parameters. To do this, run:

% qngr

and enter show al | to get all information. The parameters related to the logging of
the information you need are:

Debug | evel =3
MESSAGE Header = Short
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MESSACE Types:
Account i ng aF GHeckpoi nt aF QMrand_fl ow GF
QNig aF B Msc aF [B Reads O
B Wites aF H ow aF NETWRK Msc ON
NETWRK Reads N NETWRK Wi tes N CPer GFF
Qd put aF PACKET _ontent s N PACKET_H ow N
PROTAO._ontents N PROTG0._H ow N REQovery G
REQuest aF RQut i ng aF Schedul i ng G-
USERL aF SR a+F U3 GFF
s aF US =23 a+F

Support for Atria ClearCase

Many sites use Atria’s ClearCase environment for revision source control and
development. A user uses the cl eart ool command to startup a ClearCase view.
After the view is created, the user is presented with a file system containing the user’s
sources and binaries. The file system is not accessible outside the view. cl eart ool
has an option to start up a view and run a command under the view.

LSF’s job starter can be used to set up a view then run the command (see ‘Job Starter’
on page 227 for further information). For example, if you create a script
“cl ear st art er ” similar to the following:

#!/ bi n/sh
if [ Xx_$CLEARCASE_ROOT = x_ ]; then
cd $LS SUBCWD
$*
el se
fusr/atrial/bin/cleartool setview\
-exec “cd $LS_SUBCWD;$*" \
‘basename $CLEARCASE_ROOT'
fi

And specify it as a job starter, the user’s job will run by LSF using the command line:

clearstarter nyjob
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which sets up a view the same as the user’s on submission host, changes directory to
the same as on submission host, then runs the job. The remote job runs in the same
view as on local host.

For interactive jobs, the user sets the environment variable LSF_JOB_STARTERto the
ClearCase job starter. The RES on the remote host then will run the user’s job via the
job starter. After the job starter is set, | smake can run transparently in ClearCase view.
There are three steps to run an interactive job through the RES in a ClearCase view:
Step 1 Write a ClearCase job starter script (see example above).

Step 2 Setthe LSF_JOB_STARTER environment variable. This can be done by each
user or as part of the login process. For example:

% setenv LSF_JOB STARTER cl earstarter
Step 3 Run the job. For example:

% | snake -j 4 -V -f foo. mak
To run a batch job in ClearCase view, the csub command should be used instead of
bsub. With csub, no job starter needs to be used (look in the SLSF_| NDEP/ m sc/
exanpl es/ cl ear case directory for thefilescl ear st art er and csub. LSF_INDEP

is defined inthe | sf. conf file).

csub checks whether the environment variable CLEARCASE _ROOT is set. If it is set,
which means the job is submitted from a view, it wraps the user’s job as following:

cl eartool setview -
exec “cd $LS_SUBCWD;job” ‘basename $CLEARCASE_ROOT'

and passes all options to bsub , except-i ,-0 and -e . These three options will be
translated to shell 170 redirection. For example, suppose CLEARCASE_ROOT=/view/
myview and the user enters:

% csub -g nyqueue -0 myout -i myin nyjob

csub will translate this into:
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bsub -qg nyqueue cleartool setview -
exec “cd $LS_SUBCWD; myjob < myin > myout \

2>&1" myview

An alternative way is to configure a queue-level job starter (define JOB_STARTERN
the file Isb.queues ; see ‘Queue-Level Job Starters’ on page 129 for details), then use
bsub to submit the job.

Using LSF Without Shared File Systems

Some networks do not share files between hosts. LSF can still be used on these
networks, with reduced fault tolerance.

You must choose one host to act as the LSF master host. The LSF configuration files and
working directories must be installed on this host, and the master host must be listed
first in the Isf.cluster.cluster file.

To install on a cluster without shared file systems, follow the complete installation
procedure on every host to install all the binaries, manual pages, and configuration
files. After you have installed LSF on every host, you must update the configuration
files on all hosts so that they contain the complete cluster configuration. The
configuration files must be the same on all hosts.

Some fault tolerance can be introduced by choosing more than one host as possible
master hosts, and using NFS to mount the LSF Batch working directory on only these
hosts. All the possible master hosts must be listed first in the Isf.cluster.clustername file.
As long as one of these hosts is available, LSF Batch continues to operate.
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D. LSF on Windows NT

This appendix describes how to run LSF on Windows NT. It is assumed that you are
already familiar with LSF concepts, and have installed LSF on Windows NT following
the instructions in the LSF Installation Guide.

Requirements

= You must use a domain account (as opposed to a local account) when interacting
with .

= Users must enter their passwords into an encrypted database maintained by LSF

and any changes to Windows NT passwords must be reflected in the password
database used by LSF.

Recommended

= The Windows NT Resource Kit contains many useful utilities (for example,
pvi ew) for monitoring processes.

< Atel net daemon to enable remote login sessions or some other form of remote
access software to allow for easier management.

Differences Between LSF for UNIX and NT

= The shell used to invoke commands is cnd. exe instead of / bi n/ sh as on UNIX.
For example, the queue-level pre and post-exec commands are invoked as:
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cnd. exe / C pre-exec comand

The NULL device on Windows NT is NUL rather than / dev/ nul | as on UNIX.
LSF translates / dev/ nul | to NUL for Windows NT.

The/ et ¢ directory on UNIX corresponds to the #5YSTEMROOT %directory on NT.

On UNIX, LSF always uses/ t np as the temporary directory. On Windows NT, the
temporary directory used by LSF can be configured by setting LSF_TMPDI Ras a
system environment variable. If that variable is not found, LSF goes to the next
item in the following list, until a directory is defined:

LSF_TMPDI Renvironment variable

LSF_TMPDI Rvariable in the | sf. conf file

TMP environment variable (C. \ t enp by default)
TEMP environment variable (C: \ t enp by default)
YBSYSTEMROOT %

There is no native support in Windows NT for UNIX-style signals. Therefore
sending an arbitrary signal to a job via the - s option of bki | I has no meaning on
Windows NT. LSF, however, supports the job control functionality by providing
the equivalent of SI GSTOP, SI GCONT, and SI GTERMto suspend, resume, and
terminate a job. These can be accessed through the commands bst op, br esune,
and bki 1.

The UNIX urmmask parameter is ignored on Windows NT.

When inputting commands to bsub, remember that the syntax of the commands
must be specified in the form understood by Windows NT batch files. For example
to specify multiple commands in a single line, use ‘&&’ as the command separator
instead of ‘; " as in UNIX. For example, use:

bsub ‘cmdl && cmd?2’

instead of:
bsub ‘cmd1; cmd?2’

Also when specifying commands from standard input, use CTRL-Z to indicate
EOF. On UNIX, CTRL-D is used. For example:



c:\tenp> bsub -q simulation
bsub> nyjob argl arg2
bsub> 7z

= Thet np index returned by | i mmeasures the space on the drive specified by the
TEMP system environment variable.

File Permissions

The directories wor k, | ogs, bi n, i b, et ¢, and conf, are all subdirectories of your
LSF directory.

For all LSF files, Platform Computing recommends that you give full control
permission to the Domain Admins user group. Other permissions should be set as
shown:

work, logs
LSF primary administrator; .............. full control (All) (All)
domain administrator:. . ................. full control (All) (All)
BVEIYONE: . oottt special access (R) (R)
bin, lib, etc
LSF primary administrator; .............. full control (All) (All)
domain administrator:. . ................. full control (All) (All)
BVEIYONE: . oottt special access (RX) (RX)
conf
LSF primary administrator; .............. full control (All) (All)
domain administrator:. .................. full control (All) (All)
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Mail

When LSF needs to send email to users, it invokes the program defined by
LSB_MAILPROG inthe | sf. conf file (in the et ¢ subdirectory). If LSB_MAILPROG
is not defined, no email is sent.

To use email, you need to use LSF’s| smai | . exe program, which can send email to
a UNIX host by using the Windows NT r sh utility (%WINDIR%\system32\rsh) to
invoke sendmai | (1) on the UNIX host. In order for this to work, the UNIX machine
must be set up to allow the NT r sh client to run on it.

To support this method of sending email, | smai | . exe should be copied to a file
corresponding to the name of the UNIX host. For example,

copy | smail.exe uni xhost. exe

Here uni xhost is a UNIX machine which supports sendnmai | (1) . The
LSB_MAILPROG should correspond to the uni xhost . exe file. For example:

LSB_MAI LPROG=// server Al t ool s/ | sf/ bi n/ uni xhost . exe

See ‘LSB_MAILPROG’ on page 162 for details on how LSB_MAI LPROG s invoked.

The cnd. exe Program

The command shell (cnd. exe) under Windows NT 4.0 cannot be started from a
directory which is specified as a UNC name. For example, if you type the following on
the command line, cnd. exe will end up starting in the directory specified by
%WINDIR%, the system root directory of the current machine.

start /d\\server Al share\usernane cnd. exe

As aresult, jobs submitted from a shared directory will not start in the correct directory
on the execution host.
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The command shell from Windows NT 3.51, however, does support this feature.
Microsoft has confirmed that this is a bug in NT 4.0, and included a fix in service pack
3 (refer to the article Q156276 in the Microsoft Knowledge Database for information).

In order for LSF to work correctly on Windows NT 4.0 machines, you can use one of
three methods.

= Update your Windows NT 4.0 installation with service pack 3. LSF modifies the
appropriate registry keys mentioned in article Q156276 to allow the UNC path to
work.

= Replace your existing Windows NT 4.0 cnd. exe with the cnd. exe from service
pack 3. The cnd. exe file typically resides in the %N NDI R% syst enB2 directory.
LSF modifies the appropriate registry keys mentioned in article Q156276 to allow
the UNC path to work.

= Copy the Windows NT 3.51 cnd. exe into the %4\ NDI R% syst enB2 directory
under another name, e.g. cnd351. exe, and set the LSF_ CMD_SHELL variable in
the | sf. conf file to tell LSF to use this shell instead of cnd. exe.
For example, put the following line into the | sf. conf file:

LSF_CMD_SHELL=cnd351. exe

Heterogeneous NT/UNIX Environments

User Accounts
To runjobs in a mixed cluster, LSF users should have a user account with the same user

name on UNIX and Windows NT. It is particularly important that the LSF primary
administrator user account always have the same user name on both platforms.
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Configuration Files

Note
If you used the Windows NT version of LSF Setup to create the UNIX/NT mixed
cluster, as described in the LSF Installation Guide, the following settings have already
been configured.

The LSF configuration files must be accessible from both NT and UNIX hosts. You can
set up a shared file system between the UNIX and NT machines via NFS client on NT
or an SMB server on UNIX, or, alternatively, you can replicate the configuration files.
No matter how you arrange your configuration files, you must make sure that the port
numbers (LSF_LIM_PORT, LSF_RES_PORT, LSF_SBD_PORT and LSF_MBD_PORT)
defined in the | sf. conf file are the same on both UNIX and NT.

For example, if you use an SMB server on the UNIX side, you would simply set the
three variables—LSF_CONFDIR, LSB_CONFDIR, and LSF_ SHAREDIR—in the

| sf. conf file to point to the corresponding directories used by the UNIX hosts. The
LSF_CONFDIR and LSB_CONFDIR directories must be accessible to all users (read
permission). However, only the LSF primary administrator should have full control of
these directories (read and write permissions).

Environment Variables

By default, LSF transfers environment variables from the submission host to the
execution host. However, some environment variables are not applicable to another
operating system.

When submitting a job from a Windows NT machine to a UNIX machine, the - L option
of the bsub command can be used to reinitialize the environment variables. If
submitting a job from a UNIX machine to a NT machine, you can set the environment
variables explicitly in your job script. Alternatively, the Job Starter feature can be used
to reset the environment variables before starting the job. LSF automatically resets the
PATH on the execution host if the submission host is of a different type.

If the submission host is Windows NT and the execution host is UNIX, then the PATH
variable is setto/ bi n: / usr/ bi n:/ sbi n: /usr/ sbi nand LSF_BINDIR (if defined
inthel sf. conf file) is appended to it. If the submission host is UNIX and the
execution host is Windows NT, the PATH variable is set to the system PATH variable
with LSF_BINDIR appended to it.
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Cross-Platform Daemon Startup

Thel ssrvcntrl . exe binary only works when invoked from a Windows NT host.
You will not be able to start LSF daemons on a Windows NT machine from a UNIX
host.

Signal Conversion

LSF supports signal conversion between UNIX and Windows NT for remote
interactive execution through RES (when you are using | srun and bsub -1).

On Windows NT, the CTRL+C and CTRL+BREAK key combinations are treated as
signals for console applications (these signals are also called console control events).
LSF supports these two NT console signals for remote interactive execution, i.e. on the
execution host LSF regenerates these signals for users’ tasks. In a mixed NT/UNIX
environment, LSF has the following default conversion between the NT console signals
and the UNIX signals:

Table 3. UNIX/NT Signal Conversion

Windows NT UNIX
CTRL+C SIGINT
CTRL+BREAK SIGQUIT

For example, if you issue | srun or bsub -1 commands from an NT console, but the
task is running on a UNIX host, pressing the CTRL+C keys will generate a UNIX
SIGINT signal to your task on the UNIX host. The reverse is also true.

Custom Signal Conversion

For | srun (butnotbsub - 1), LSF allows users to define their own signal conversion
using the following two environment variables.

e LSF_NT2UNIX_CLTRC
= LSF_NT2UNIX_CLTRB

For example, suppose a user sets the following:
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LSF_NT2UNI X_CLTRC=SI GXXXX
LSF_NT2UNI X_CLTRB=SI GYYYY

Here, SIGXXXX/SIGYYYY are UNIX signal names such as SIGQUIT, SIGTTIN, etc.
The conversions will then be: CTRL+C = SIGXXXX and CTRL+BREAK =SIGYYYY.

If both LSF_NT2UNIX_CLTRC and LSF_NT2UNIX_CLTRB are set to the same value,
(LSF_NT2UNIX_CLTRC=SIGXXXX and LSF_NT2UNIX_CLTRB=SIGXXXX), then on
the Windows NT execution host, CTRL+C will be generated.

For bsub -1, there is no conversion other than the default conversion.

Starting Services and Daemons
The LSF service and daemons on each LSF server host will start automatically when
the machine is restarted.
If you cannot restart each host at this time, log on as an LSF cluster administrator (a
member of the LSF Global Administrators group) and start the LSF service and
daemons manually.
Note
You should not use the primary LSF administrator’s account (normally | sf admi n)
to start or stop LSF service and daemons.

To start the LSF service and daemons, use any one of the following methods:

= Use the Windows NT Server Manager to start “LSF Service” on all LSF server
hosts.

= Click “Services” on the Windows NT Control Panel and start “LSF Service”. You
will have to repeat this step on each LSF server host.

= Where LSF Batch has been installed, go to the “LSF Suite for Workload
Management/LSF Batch” program folder, and use the LSF administrative tool
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“LSF Batch Administration”. (You can use this tool to perform all your
administrative tasks for LSF Base and LSF Batch products.)

« Start a new command console, and type:
| ssrventrl start -mall |ssrvnan

Usage information for | ssrvcnt rl isavailable by typing | ssrvent rl with
no options.

Using LSF

Each user who wants to use LSF needs to supply the password of his/her domain user
account. Use the | spasswd. exe command, and follow the instructions. For example:

| spasswd [-u user_nane]
If you do not specify the - u option as above, the user is assumed to be the current user.

In addition, all users need to have the “Logon as a batch job” privilege on every LSF
server host. For this purpose, you can simply put all LSF users into the ‘LSF user group’
created for or assigned by you during the installation. The LSF user group has the
“Logon as a batch job” privilege on all LSF server hosts.

Miscellaneous

= The machines running LSF are expected to have fixed IP addresses. If you use
DHCP to assign IP addresses dynamically, LSF can still work, provided the
reassigned IP address of an LSF host does not change.

= When using LSF’s remote execution functions through the Remote Execution
Server, there is no support for pt y-type options for | srun and bsub -1, i.e. the
- Pand - Soptions for | srun and - | p and - | s options for bsub are not
supported.
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LSF on Windows NT

If you log on as the LSF primary administrator from the console while the LSF
service is running from a file server over the network, and then log off again, the
LSF service and daemons may die on that host. Logging off appears to cause
Windows NT to close all network connections for the LSF primary administrator
user account, including those used by an LSF service or LSF daemons.

When writing an external command that is invoked by LSF (for example, el i m
esub, or eexec), the command must be a binary executable, that is, el i m exe or
esub. exe. It cannot be a batch file such as el i m bat .

LSF_USE HOSTEQUI V parameter in | sf. conf is ignored on Windows NT.

Nice values specified at the queue-level through the NICE parameter are mapped
to NT process priority classes as follows:

ni ce>=0 corresponds to an NT priority class of | DLE
ni ce<0 corresponds to an NT priority class of NORVAL

LSF does not support Hl GHor REAL- Tl ME priority classes.

Thei o index shows 0, unless the disk performance counters are turned on. To turn
on disk performance counters, use the DI SKPERF command.

Note
Turning on the performance counters incurs extra overhead in disk 1/0.

A job which runs under a CPU time limit may exceed that limit by up to

SBD _SLEEP_TI ME. This is because sbat chd periodically checks if the limit has
been exceeded. On UNIX systems, the CPU limit can be enforced by the OS at the
process level.

The UNIX man pages, converted to HTML format, are stored in the ht m
subdirectory of your LSF directory.



E. The LSF SNMP Agent

This appendix describes how to use the LSF SNMP (Simple Network Management
Protocol) agent. It is assumed that you are already familiar with SNMP concepts.

About the Agent

To integrate with existing network and system management frameworks, LSF
supports SNMP, an IETF (Internet Engineering Task Force) standard protocol used to
monitor and manage devices and software on the network. Platform has also defined
a Management Information Base (MIB) specific to LSF.

Any SNMP client, from command-line utilities to full network and system
management frameworks, can monitor information provided by the LSF SNMP agent.
It does this by reading or modifying the values of objects in the LSF MIB. The MIB
defines these variables according to internet standards RFC 1155 and RFC 1212, so any
fully compliant SNMP client can query the LSF MIB.

In addition, the LSF SNMP agent supports the Internet standard Management
Information Base (MIB-I11) for use in TCP/IP based internets (RFC 1213). This allows
the network manager to run the LSF agent while still being able to retrieve basic MIB-
Il statistics.

Requirements

The agent can be installed on any LSF host running UNIX and it is compatible with all
SNMP version 1 clients, including HP OpenView, CA Unicenter TNG, and Tivoli TME
10. For information about a particular network or system management framework,
please refer to the documentation supplied by the vendor.
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Distribution

The agent is available from Platform’s FTP site. Installation instructions are included.
The following files are provided by Platform:

= the SNMP agent (snnpd)
e the LSF MIB (LSF_CONFDI R/ snnp/ | sf -agent -m b. t xt)
= aconfiguration file (LSF_CONFDI R/ snnp/ snnpd. conf)

« ascript to start the SNMP agent (I sf snnpd)

Starting the Agent

To simplify the startup process, the LSF SNMP binary file (snnpd) is accompanied by
ascript (I sf snnpd). This script is customized to start the agent in a specific LSF
environment. For example, it contains the location of the configuration file used by the
agent, (LSF_CONFDI R/ snnp/ snnpd. conf ), and the log file that is created when the
agent runs (LSF_LOCDI R/ snnpd. | 0g).

The LSF administrator can modify the parameters in the | sf snnpd script, or run the
snnpd binary file without using the script.

Options which can be set in this file include:

-p port_nunber
Listen on port port_nunber (default: port 161).

-1 log file
Log all output from the agent (including stdout/err)to / og fil e.

-c conf_file
Read conf_fil e asa configuration file.

-f
Don't fork from the calling shell.
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Don’t open a log file; use stdout/err instead.

Structure of the LSF MIB

The LSFMIB (LSF_CONFDI R/ snnp/ | sf - agent - m b. t xt ) consists of several tables
of information, organized into three groups:

= LSF Base host information (IsfHosts group)

= LSF Base resource information (IsfResources group)

= LSF Batch information (IsfBatch group)

The IsfHosts MIB Group

IsfStaticTable
Consists of one row for each LSF host, indexed by host IP address. Each row
contains static host information, corresponding to the | shost s command.

IsfDynamicTable
Consists of one row for each LSF server, indexed by host IP address. Each row
contains dynamic host information, (corresponding to the | sl oad command)
composed of the built-in load indices and the host status.

The IsfResources MIB Group

IsfNumericTable
Consists of several rows for each resource, one for each LSF host using that
resource, indexed by resource number (generated by the agent) and host IP
address. Each row contains the name of a numeric shared resource or external
index, a location (a host using the resource), and the resource value.

For shared resources, the resource value is the same for all the hosts that share
the resource instance.
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The IsfBatch MIB Group

IsbHostsTable
Consists of one row for each LSF batch server, indexed by host IP address.
Each row contains the host limits as well as the host counters.

IsbQueuesTable
Consists of one row for each LSF batch queue, indexed by a number generated
by the agent (corresponding to alphabetical order of queue names). Each row
contains queue limits and queue counters.

IsbJobsTable
Consists of one row for each running batch job, indexed by job ID (for
performance reasons, only running jobs are displayed). Each row contains
information such as the queue, user and execution hosts, and job resource
information.

Optional Configuration of the Agent

The configuration file (LSF_CONFDI R/ snnp/ snimpd. conf ) has the format of one
directive per line. Lines preceded by the *#’ character are treated as comments, and not
parsed.

Directives which can be set in this file are:

sysl ocation string
This sets the system location for the agent in the system table of the MIB-II tree
to string.

syscontact string
This sets the system contact for the agent in the system table of the MIB-II tree
to string.

trapsi nk host
This sets the host host to receive traps (e.g., the agent sends a Cold Start trap
when it starts up). To enable multiple hosts to receive traps, add a new line for
each additional host. The default value is null (no hosts receive traps).
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trapconmunity string
This sets the community string in the trap PDU (Protocol Data Unit) to
string.

aut ht rapenabl e nunber
This enables the sending of authentication failure traps when nunber is set
to 1 (enable). The default value is 2 (disable).

conmuni ty nunber string
This sets the community string in slot nunber to st ri ng.

The agent has 5 slots available to keep community strings, so the acceptable
values for nunber are from 1 to 5. SNMP PDUs sent to the agent should
contain one of the communities in the 5 slots. The default values for each slot
are:

1) public
2) private
3) regiona
4) proxy
5) core

If the agent receives a PDU without a known community, it will discard the
request, and if aut ht r apenabl e is setto 1, it will generate an authentication
failure trap.
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